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For my beloved family.
You represent everything to me.
“- Do you know who first explained the true
origin of the rainbow? I asked.

- He was Descartes, he said. After a moment he looked me in the eye.

- And what do you think was the salient feature of the rainbow that inspired Descartes’
  mathematical analysis? He asked.

- I supposed his inspiration was the realization that the problem could be analyzed by
  considering a single drop, and the geometry of the situation.

  - You’re overlooking a key feature of the phenomenon, he said.

  - Okay, I give up. What would you say inspired his theory?

- I would say his inspiration was that he thought rainbows were beautiful. ”

Feynman’s Rainbow: A Search for Beauty in Physics and in Life

(Leonard Mlodinow)
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RESUMO


Uma área de crescente interesse na Física Estatística é o estudo de processos dinâmicos em redes complexas. Neste contexto, o objetivo principal dessa tese é investigar o comportamento de processos epidêmicos em redes heterogêneas. Com esse intuito, aprimoramos as teorias de campo médio quenched e heterogênea através de aproximações de pares nas quais a correlação dinâmica entre vértices vizinhos é explicitamente levada em consideração. Essas abordagens nos permitem determinar, com maior precisão, os limiares epidêmicos do modelo suscetível-infectado-suscetível (SIS), e também as relações de escala dos expoentes críticos associados à transição de fase para o estado absorvente no processo de contato (CP). Também investigamos a dinâmica do modelo SIS em redes aleatórias com distribuição de conectividade em lei de potência ($P(k) \sim k^{-\gamma}$), com expoente $\gamma > 3$, uma vez que a existência ou ausência de um limiar finito envolvendo uma transição para a fase endêmica tem sido alvo de muitos estudos recentemente. Encontramos que o modelo pode exibir múltiplas transições envolvendo epidemias localizadas. Nossa análise numérica também indica que a transição para uma fase endêmica pode ocorrer num limiar finito. Nossos resultados mostram que teorias de campo médio a princípio contraditórias, na verdade são complementares porque elas descrevem diferentes limiares epidêmicos que podem aparecer concomitantemente em uma única rede. Finalmente, nós também investigamos processos de difusão em redes temporais através do modelo de caminhada aleatória. Além de ser estudada numericamente via simulações, tal dinâmica também foi estudada teoricamente através do seu mapeamento no modelo de armadilhas de Bouchaud. Nesse estudo foram encontradas evidências do comportamento de aging na relaxação de tal processo dinâmico.
ABSTRACT


A field of outstanding interest in Statistical Physics is the investigation of dynamical processes on complex networks. This thesis is devoted to explore the behavior of epidemic dynamics running on heterogeneous networks. We improved analytical approaches - quenched and heterogeneous mean-field theories - by means of pair approximations, which explicitly take into account dynamical correlations between connected vertices. These approaches yield more accurate predictions of the epidemic thresholds in the susceptible-infected-susceptible (SIS) model and the critical exponents associated to the absorbing state phase transition of the contact process (CP) obtained through finite-size scaling. These approaches can be applied to dynamical processes on networks in general providing a profitable strategy to analytically assess and fine-tune theoretical corrections. We also investigated the SIS dynamics on random networks having a power law degree distribution \( P(k) \sim k^{-\gamma} \), with exponent \( \gamma > 3 \), since the existence or absence of a finite threshold involving an endemic phase has been target of a recent and intense investigation. We found that this model on a single network can exhibit multiple transitions involving localized epidemics and our numerical analysis indicates that the transition to the endemic state occurs at a finite threshold. Our analysis points out that competing mean-field theories are, in fact, complementary since they describe different epidemic thresholds which can concomitantly emerge in a single network. Finally, we also investigated the diffusion processes on temporal networks by means of a random walk. We analyzed this dynamic theoretically by means of a mapping to Bouchaud’s trap model and using numerical simulations. We found evidence of aging behavior in the random walk relaxation.
Part I

Preliminaries
Chapter 1

Introduction

There are many systems composed by a large number of elements connected according to a defined type of interactions. Examples can be found in different places present in our daily lives. The Internet is a collection of computers linked by data connections, the society consists of people linked by social relations, an ecosystem can be seen as a web of species connected by prey-predator relationships, our brain is constituted by a set of neurons connected by synapses, etc [1,2].

These examples have a common characteristic: they can be modeled as a network. The components of the system are the network vertices and the interactions among them are the edges [3]. These systems are often the scenario of interesting phenomena which can affect our routine. For instance, the Internet affects the way we access and produce information, the connections in a social network affect how people form opinions, interact sexually, or make working partnerships, etc. Beyond that, there are some disasters that can happen if some failure occurs in these systems: breakdown of the power grid can leave cities without electricity for many hours, a failure of a global financial system can lead a national economy to collapse, the fast spreading disease due to a dense air transport network can cause an epidemic outbreak [4].

The empirical studies of real-world systems were motivated by such phenomena and gave rise a important area of Science: the theory of complex networks. This area has a highly multidisciplinary nature, being the object of study in many fields including mathematics, computer science, sociology and physics. Particularly, in statistical physics, it is useful to reduce a complex system to a network representation. Even though this approach cannot capture all details of the system, one can use a set of statistical tools for the analysis, modeling and characterization of networks and to make predictions about dynamical processes taking place on it [1,5–8].

Indeed, the understanding of dynamical systems running on the top of complex networks rates among the hottest issues in complex network theory. Many studies have been conducted with
the aim of answering several questions [9–24]. How can we describe the network topology with a small set of descriptors? How can different system as technological and social networks have similar connectivity patterns? How can the topology of the substrate affect the dynamics of the process taking place on it? What happens to the system behavior if the network has an intrinsic temporal dynamics?

Our current research, supported by many previous works, try to shed light on some of these questions. We review, in the first part of this thesis (chapter 2), the fundamental concepts that are used during all the text. A brief review to describe complex systems using a toolset of complex networks theory is presented. We show that graphs representing different systems can have common features like heterogeneous topology, scale-free (SF) structure (their connectivity distribution follows power-law behavior), small-world property (vertices can be reached from every other with a small number of steps), etc [3,4,25,26] (section 2.1). We also present some static network models emphasizing the uncorrelated configuration model (UCM) [27] (section 2.2.1) that is useful to check the accuracy of analytical solutions of dynamical processes on networks. We also discuss the role of the intrinsic time-varying network on the dynamics running on top of it. Special attention is devoted to the activity driven networks [28] (section 2.2.2) since many studies about epidemic spreading and diffusion have been reported in this class of temporal networks [24,29–32].

We divided the thesis in two other parts beyond this introductory one. The part II is devoted to the study of epidemic spreading on static networks, and the part III refers to diffusion processes on temporal networks.

In the part II, we firstly review the theory and modeling of non-equilibrium dynamical systems on networks (chapter 3). Particularly relevant in this context are processes that exhibit absorbing-state phase transitions [33,34]. In the epidemic scenario, individuals can be in both infected or susceptible states. A phase transition between a disease-free (absorbing) state and an active stationary phase where a fraction of the population is infected are separated by an epidemic threshold $\lambda_c$ [5]. The susceptible-infected-susceptible (SIS) model and the contact process (CP) [35] represent the simplest epidemic models possessing an absorbing-state phase transition (section 3.1). For the SIS model, the central issue of many recent works is to determine an epidemic threshold separating an absorbing, completely healthy state, from an active phase on heterogeneous networks [11,13–16,36–39] (section 3.6). In turn, for the CP model, most of the interest relies on the relation between critical exponents and statistical properties of the network, in particular the degree distribution [21,22,40–43] (section 3.5).

Many studies have been dedicated to investigate the criticality of the absorbing state phase transition observed in the CP [20–22,40,41] and SIS [11,13–16,19] models, mainly based on linear stability analysis around the transition point [11,13,14,18,21]. The heterogeneous mean-field
(HMF) approach [44] (section 3.4) for dynamical processes on complex networks has become widespread in the last decade. This theory, formerly conceived to investigate dynamical processes on complex networks, assumes that the number of connections of a vertex (the vertex degree) is the single quantity relevant to determine the state of the vertex, neglecting all dynamical correlations as well as the actual structure of the network. On the other hand, the quenched mean-field (QMF) theory [13,45] (section 3.3) still neglects dynamical correlations but the actual quenched structure of the network is explicitly taken into account by means of the adjacency matrix that contains the complete information of the connections among vertices [3].

However, neglecting dynamical correlations is an important drawback to ascertain the accuracy of the analytical results. The simplest way to explicitly consider dynamical correlations is by means of a pair-approximation [34]. In chapters 4 and 5, we present our original contribution to this topic by means pair QMF and HMF approximations for the CP [46] and SIS [39] models on heterogeneous networks.

In order to check the predictions of these theories, numerical investigations of the SIS and CP models on several networks have been recently reported [13,36,42,43,47–49]. Also in chapter 3 we present simulations techniques used to analyzed both models numerically. Numerical recipes for the simulation of Markovian epidemic models on complex networks can be found with more details in the Ref. [50], in which we present distinct algorithms and compare their computational efficiency (section 3.7.1).

To overcome the difficulties intrinsic to the stationary simulations of finite systems with absorbing states we use a robust approach called quasi-stationary (QS) method [51] (section 3.8.1). All simulations performed in chapters 4 and 5 we are done using this technique. However, recently, Boguñá et al. [16] proposed a new strategy, called lifespan (LS) method, in which the simulation starting from a single infected vertex and a diverging epidemic lifespan was used as a criterion to determine the thresholds (section 3.8.2). In Ref. [52], we check the feasibility of this method and conclude that it is an alternative way to numerically study systems with absorbing states.

Particularly, the existence or absence of finite epidemic thresholds involving an endemic phase of the SIS model on scale-free networks with a degree distribution \( P(k) \sim k^{-\gamma} \), where \( \gamma \) is the degree exponent, has been target of a recent and intense investigation [11,13,15,16,36,38,53] (section 3.6). Distinct theoretical approaches for the SIS model were devised to determine an epidemic threshold produced different outcomes. The HMF theory predicts a vanishing threshold for the SIS model for the range \( 2 < \gamma \leq 3 \) while a finite threshold is expected for \( \gamma > 3 \). Conversely, the QMF theory states a threshold inversely proportional to the largest eigenvalue of the adjacency matrix, implying that the threshold vanishes for any value of \( \gamma \) [13].
Motivated by controversial discussions [11,15,16,54,55], in chapter 6, we performed extensive simulations for the SIS dynamics on SF networks with exponent $\gamma > 3$. We found that a much more complex behavior with multiple transitions can arise from this dynamic. In individual networks with large gaps in the degree distribution we can observe multiple epidemic thresholds that are well described by different mean-field theories.

Finally, in the part III of this thesis, we advance in the study of networks considering now its temporal property. In the part II, we shown that the heterogeneous topology of a complex network [3] can have a relevant impact on the properties of dynamical systems running on top of it [1,26]. However, many dynamical effects can take a different, more complex turn when one considers the intrinsic time-varying, temporal nature of many real networks [56]. Indeed, networked systems are often not static, but show connections which appear and disappear during some characteristic time scales that can be of the same order of magnitude as those ruling a dynamical process on networks. Social networks [7] represent the prototypical example of this behavior, being defined in terms of a sequence of social contacts that are continuously established and broken. This mixing of time scales can induce new phenomenology on the dynamics of temporal networks, in stark contrast with what is observed in static networks [24,29,32].

Even considering a simple case, as a diffusion process represented by a random walk, a time-varying substrate can induce very noticeable differences with respect to the behavior expected in static networks [29–32] as reported in Ref. [24] and reviewed in chapter 7. Motivated by this evidence that the dynamics of temporal networks significantly alters the scenario for dynamical processes in static networks, we investigate in chapter 8 the relaxation dynamic of random walks on temporal networks by focusing in the activity driven model [28]. For realistic activity distributions with a power-law form, we observe the presence of a very slow relaxation dynamics compatible with aging effects. A theoretical description of this processes is achieved by means of a mapping to Bouchaud’s trap model [57].
Chapter 2

Fundamentals of Network Theory

The study of complex networks is inspired by empirical analysis of real networks. Indeed, complex networks allow us to understand various real systems, ranging from communication networks to ecological webs [25]. In general terms, a network is a system that can be represented as a graph, composed by elements called nodes or vertices and a set of connecting links (edges) that represent the interactions among these elements [2] (Figure 2.1).

![Figure 2.1: An example of a simple graph.](image)

The advantage of modeling a system as a graph is that networks provide a theoretical framework that allows a suitable representation of interactions in complex systems. For instance, our brain is made up of a set of neurons connected by synapses, the Internet is formed by routers and computers cables and optical fibers, the society consists of people connected by social relationships as scientific collaboration, friendship, etc. [1,25,58].

On the one hand, the language for the description of networks is found in mathematical graph
theory. On the other hand, the study of very large systems requires a statistical characterization. In this chapter, we provide a brief introduction to the basic notions and notations of network theory which are used throughout this thesis. To conclude this short review, we will describe, in last section, network models that can be used to study dynamical processes in the context of computational approaches. Particular emphasis will be devoted to uncorrelated configuration model (UCM) and activity driven network, since the first one was used in this thesis to study epidemic spreading on static networks (Part II) and the latter was used to investigate slow dynamics on temporal networks (Part III).

2.1 Basic Concepts and Statistical Characterization of Networks

From a mathematical point of view, we can represent a network by means of an adjacency matrix $A$. A graph of $N$ vertices has a $N \times N$ adjacency matrix. The edges can be represented by the elements $A_{ij}$ of this matrix such that

$$A_{ij} = \begin{cases} 
1, & \text{if the vertices } i \text{ and } j \text{ are connected} \\
0, & \text{otherwise} 
\end{cases} \quad (2.1)$$

The concept of adjacency matrix is very useful in quenched mean-field theory that explicitly takes into account the actual connectivity of the network [13,45]. This issue is discussed with more details in section 3.3 of Part II.

A relevant information that can be obtained from the adjacency matrix is the degree $k_i$ of a vertex $i$ defined as the number of edges attached to the vertex $i$, i.e., the number of nearest neighbors of the vertex $i$. The degree of the vertices can be written by means of the adjacency matrix as [2]

$$k_i = \sum_{j=1}^{N} A_{ij}. \quad (2.2)$$

A central issue in the structure of a graph is the reachability of its vertices, i.e., the possibility that any information goes from one node to another through a path formed by the edges in the network [1]. For instance, we have a gossip spreading in a social network or a nerve impulse propagating in a neural network [2].

A path $P_{ij}$ is defined as an ordered collection of $n + 1$ vertices connected by $n$ edges in a such a way that connect the vertices $i$ and $j$. The concept of path leads us to define the distance between any pair of vertices in the network. The distance between the nodes $i$ and $j$ is defined as the number
of edges in the shortest connecting path denoted as $\ell_{ij}$ (see figure 2.2). The average shortest path length is defined as the value of $\ell_{ij}$ averaged over all the possible pairs of vertices in the network such that [59]

$$\langle l \rangle = \frac{1}{N(N-1)} \sum_{i \neq j} l_{ij}. \tag{2.3}$$

Figure 2.2: A network where the shortest path connecting two different vertices (5 and 9) is highlighted.

Typically, the number of neighbors in a complex network at a distance $\ell$ can be approximated by $\langle k \rangle^\ell$, considering that each vertex has degree equal to the average degree of the network $\langle k \rangle$ [see definition below - Eq. (2.7)] and there is no loop\footnote{A loop or a cycle is a closed path $P_{ij}(i = j)$ in which all nodes and all edges are distinct [2].}. Since the quantity $\langle k \rangle^\ell$ rapidly grows with $\ell$, we can thus roughly estimate $\langle \ell \rangle$ by the condition $\langle k \rangle^\ell \sim N$, then [1,59]

$$\langle \ell \rangle \sim \frac{\ln N}{\ln \langle k \rangle}. \tag{2.4}$$

For a $d$–dimensional lattice, the number of neighbors at a distance $\ell$ scales as $\ell^d$, implies that $\langle \ell \rangle \sim N^{1/d}$. So, the growth of $\langle \ell \rangle$ slower than any positive power of $N$ characterizes the network with the small-world property\footnote{Many authors refers to small-world effect to simultaneous small $\langle \ell \rangle$ and high clustering $\langle C \rangle$, Eqs. (2.4) and (2.5).} [1]. This scaling behavior is observed in many real-world phenomena, including websites, food chains, metabolite processing networks, etc [2,25,58].

Beyond the small-world characteristic, a network can be also described by the structure of the neighborhood of a vertex. The tendency to form cliques (fully connected sub-graphs) in the
neighborhood of a given vertex is observed in many natural networks; for example, a group of friends who know each other. This property is called clustering and implies that if the vertex $i$ is connected to the node $j$, and this one is connected to $l$, there is a high probability that $i$ is also connected to $l$. The clustering $C(i)$ can be measured as the relative number of connections among the neighbors of $i$ [59]:

$$C(i) = \frac{n_i}{k_i(k_i - 1)/2}. \quad (2.5)$$

Here $k_i$ is the degree of the node $i$ and $n_i$ is the total number of edges among its nearest neighbors. The mean clustering coefficient is given by:

$$\langle C \rangle = \frac{1}{N} \sum_i C(i). \quad (2.6)$$

Apart from small-world and clustering properties, looking at very large systems as a protein network or the World Wide Web, an appropriate description can be done by means of statistical measures as the degree distribution $P(k)$. The degree distribution provides the probability that a vertex chosen at random has $k$ edges [25,60].

The average degree is given by the average value of $k$ over the network,

$$\langle k \rangle = \frac{1}{N} \sum_{i=1}^{N} k_i = \sum_{k} kP(k). \quad (2.7)$$

Similarly, it is useful to analyze the $n$-th moment of the degree distribution [1]

$$\langle k^n \rangle = \sum_{k} k^n P(k). \quad (2.8)$$

We can classify networks according to their degree distribution. The basic classes are homogeneous and heterogeneous networks. The first ones exhibit a fast decaying tail, as for example, a Poisson distribution. Here the average degree value corresponds to the typical value in the system. On the other hand, heterogeneous networks exhibit heavy tail that can be approximated by a power-law decay, $P(k) \sim k^{-\gamma}$. In this second case, the vertices will often have a small degree, but there is a non-negligible probability of finding nodes with very large degree values thus, depending on $\gamma$, the average degree does not represent any characteristic value of the distribution [1]. The contrast between these types of distributions is illustrated in Figure 2.3, where both Poisson and power-law degree distributions with the same average degree value are compared.
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The role of the heterogeneity can be understood by looking at the first two moments of a power law distribution \( P(k) \sim k^{-\gamma} \). We can compute the average degree value as\(^3\):

\[
\langle k \rangle = \int_{k_0}^{k_{\text{max}}} k P(k) \, dk,
\]

where \( k_0 \geq 1 \) is the lowest possible degree in the network and \( k_{\text{max}} \) is the maximal degree observed (upper cut-off of the distribution). Computing the integral one has \([1]\),

\[
\langle k \rangle = \int_{k_0}^{k_{\text{max}}} k A k^{-\gamma} \, dk = A k_0^{2-\gamma} \left[ k_{\text{max}}^{\gamma-1} - k_0^{\gamma-1} \right] \approx \frac{(\gamma - 1) k_0}{(\gamma - 2)}
\]

for \( k_{\text{max}} \to \infty \) and for \( \gamma > 2 \). The normalization constant is given by \( A \simeq (\gamma - 1) k_0^{\gamma-1} \). We observe that the average degree is well defined and finite. The statistical fluctuations present in the system can be expressed by the normalized variance of the distribution \( \sigma^2 / \langle k \rangle^2 \) whose main contribution is given by the second moment,

\[
\langle k^2 \rangle = \int_{k_0}^{k_{\text{max}}} k^2 A k^{-\gamma} \, dk \sim \begin{cases} k_{\text{max}}^{3-\gamma}, & \text{if } 2 < \gamma < 3 \\ \text{const.}, & \text{if } \gamma > 3 \end{cases}
\]

In the thermodynamic limit, \( \langle k^2 \rangle \to \infty \), for \( 2 < \gamma \leq 3 \). This means that the fluctuations around the average degree are unbounded. We observe a scale free network since the absence of any intrinsic scale for the fluctuations implies that the average degree is not a characteristic scale for the system \([25,59]\). However, for \( \gamma \geq 3 \), the second moment remains finite. Indeed, besides the

\(^3\)For simplicity, it is usual consider \( k \) a continuous variable. However when the integral is replaced by a discrete sum, the continuous results hold in the discrete case in the limit when \( k_{\text{max}} \to \infty \).
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shape of the power law degree distribution, we shall see further that the exponent $\gamma$ has profound implications on dynamical processes running on top of heterogeneous substrates.

Other typical feature of networks is the tendency of nodes with a given degree connect with nodes with similar or dissimilar degree. When high or low degree vertices connect to other vertices with similar degree with higher probability, one says the correlations presented in the network are assortative. Conversely, if nodes of different degree are more likely to attach, the correlations are called disassortative [61].

One way to quantify the degree correlations is in terms of the conditional probability $P(k'|k)$ that a node with degree $k$ is connected with a vertex with degree $k'$ [1]. Since to determine $P(k'|k)$ can be a rather complicated task, a simple approach is given by the average degree of the nearest neighbors (NN) of a vertex $i$ with degree $k_i$ [62],

$$k_{nn,i} = \frac{1}{k_i} \sum_{j \in N(i)} k_j, \quad (2.12)$$

where the sum runs over the nearest neighbors vertices of $i$. Then, the behavior of the degree correlations is obtained by the average degree of the nearest neighbors, $k_{nn}(k)$, for vertices of degree $k$ [63]:

$$k_{nn}(k) = \frac{1}{N_k} \sum_{i/k_i=k} k_{nn,i}, \quad (2.13)$$

where $N_k$ is the number of nodes of degree $k$ and the sum runs over all vertices with the same degree $k$. This quantity is related to the correlations between the degrees of connected nodes because in average it can be expressed as

$$k_{nn}(k) = \sum_{k'} k' P(k'|k). \quad (2.14)$$

If degrees of neighboring vertices are uncorrelated, $P(k'|k)$ is just a function of $k'$ and $k_{nn}(k)$ is a constant. If $k_{nn}$ increases with $k$ then vertices with high degrees have a larger likelihood of being connected to each other. On the other hand, if $k_{nn}$ decreases with $k$, high degree vertices have larger probabilities of have neighbors with low degrees [1,27,63] (See figure 2.4).

2.2 Networks Classes

In general, a network model produces graphs with properties similar to the real system. However, the advantage of using a model is to reduce the complexity of the real world to a level that one can understand more easily. Therefore, networks are considered a powerful means of representing
patterns of connections between parts of systems such as Internet, power grid, food webs, social networks, etc [2,58,64].

On the one hand, technological networks as Internet are physical infrastructure networks that can be represented by static networks, *i.e.*, the nodes and edges are fixed or change very slowly over time [3]. On the other hand, networks that describe some form of social interaction between people have an intrinsic time-varying nature that should be taken into account. For instance, in a scientific collaboration network, the authors are not in contact with all their collaborators simultaneously during all the time. Indeed, real contact networks are dynamic with connections that appear and disappear with different characteristic time scales [28,56].

From the viewpoint of dynamical processes, both classes of networks - static and temporal - are important. The first one has been widely studied and it is convenient for analytical tractability whereas the second one is more realistic and constitutes a very promising approach. According to the development of complex networks over the years, we will start discussing the static networks and on the sequence the temporal ones.

### 2.2.1 Static Networks

The simplest prototype of a network was investigated by Erdős and Rényi, in 1959 [65]. In its original formulation, a graph is constructed starting from a set of *N* nodes and all edges among them have the same probability of existing.

Afterwards, in 1998, Watts and Strogatz (WS) proposed a more realistic model inspired by social networks that became known as the *small-world model* [10]. WS networks are constructed from *N* vertices initially arranged in one-dimensional lattice with periodic boundary conditions, each vertex has *m* connections with the nearest neighbors. Vertices are then visited clockwise and for each of them the clockwise edges are rewired with probability *p*. The rewiring process generates

![Figure 2.4: Schematic representation of the (a) assortative, (b) disassortative and (c) uncorrelated properties of the network indicated by the behavior of the average degree of the nearest neighbors, \(k_{nn}\), for vertices with degree \(k\).](image)
connected networks and conserves the number of edges ($\langle k \rangle = m$). However, even at small $p$, the emergence of shortcuts among distant nodes greatly reduces the average shortest path length.

Concomitantly, Barabási and Albert [9] proposed a preferential attachment model suited to reproduce the feature of time growth of many real networks. In this model, new vertices are added to the system at every step. Each new vertex is connected to those nodes already present in the network with a probability proportional to their degrees at that time. The properties of growth and preferential attachment are suitable to model realistic networks as the Internet and the World Wide Web [2,58]. This class of networks provides an example of the emergence of graphs with a power law degree distribution [$P(k) \sim k^{-\gamma}$] and small-world properties.

In addition to their power law degree distributions, real networks are also characterized by the presence of degree correlations reflected on their conditional probabilities $P(k'|k)$ (see previous section). For uncorrelated networks, $P(k'|k)$ can be estimated as the probability that any edge points to a vertex with degree $k'$, leading to $P_{\text{unc}}(k'|k) = k'P(k')/\langle k \rangle$ [66]. Thus, using Eq. (2.14) the average nearest-neighbor degree becomes,

$$k_{\text{nn}}^{\text{unc}}(k) = \frac{\langle k^2 \rangle}{\langle k \rangle^2},$$

that is independent of the degree $k$.

Although most real networks show the presence of correlations, uncorrelated random graphs are important from a numerical point of view, since we can test the behavior of dynamical systems whose theoretical solution is available only in the absence of correlations. For this propose, Catanzaro et al. [27] proposed an algorithm to generate uncorrelated random networks with power law degree distributions, called uncorrelated configuration model (UCM). The steps of the algorithm are the following:

**(i)** In a set of $N$ disconnected vertices, each node $i$ is signed with a number $k_i$ of stubs, where $k_i$ is a random variable with distribution $P(k) \sim k^{-\gamma}$ under the restrictions $k_0 \leq k_i \leq N^{1/2}$ and $\sum_i k_i$ even. It means that no vertex can have either a degree smaller than the minimum degree $k_0$ or larger than the cutoff $k_c = N^{1/2}$.

**(ii)** The network is constructed by randomly choosing two stubs and connecting them to form edges, avoiding both multiple and self-connections.

It is possible to show that, to avoid correlations in the absence of multiples and self-connections, the random network must have a structural cutoff scaling at most as $k_c(N) \sim N^{1/2}$ (see discussion below). Actually, to generate a random graph with arbitrary $\gamma$ and degrees in the range $k_0 \leq k < N$,
one expects that above a value $k_c$ we find of order of one vertex [64,67],

$$N \int_{k_c}^{\infty} P(k) dk \sim 1.$$  \hspace{1cm} (2.16)

In this case, one obtains,

$$k_c \sim N^{1/(\gamma-1)},$$  \hspace{1cm} (2.17)

which is the natural cutoff of the network [60]. However, for networks with power law degree distributions with $2 < \gamma \leq 3$, it is possible to construct an uncorrelated network, without a structural cut-off only if one permits multiple and self-connections, so that the constraint of forbidding these kind of connections introduces correlations in the network [27].

In order to shed light on this problem, we adapted some parts of Ref. [66], in which Boguñá et al. analyzed the degree distribution’s cutoff in finite size scale-free networks. Let us define $r_{kk'}$ as

$$r_{kk'} = \frac{E_{kk'}}{m_{kk'}},$$  \hspace{1cm} (2.18)

where $E_{kk'}$ is the number of edges between vertices of degree $k$ and $k'$, and $m_{kk'} = \min(kN_k, k'N_{k'}, N_kN_{k'})$ is the maximum number of connections allowed between them, considering the restriction of not having multiple edges. If multiples edges are instead allowed $m_{kk'}$ is simply given by $m_{kk'} = \min(kN_k, k'N_{k'})$. Here, $N_k = NP(k)$ is the number of vertices of degree $k$. Thus, the ratio can be written as [66]

$$r_{kk'} = \frac{\langle k \rangle P(k, k')}{\min[kP(k), k'P(k'), NP(k)P(k')]},$$  \hspace{1cm} (2.19)

since the joint distribution is defined as the probability that a randomly chosen edge connects two vertices of degrees $k$ and $k'$, that yields [1]

$$P(k, k') = \frac{E_{kk'}}{\langle k \rangle N}.$$  \hspace{1cm} (2.20)

For uncorrelated networks, the joint distribution can be factorized as

$$P_{unc}(k, k') = \frac{k'P(k)P(k')}{\langle k \rangle^2}.$$  \hspace{1cm} (2.21)

We can observe that if $k > N_{k'}$ and $k' > N_k$, it is not possible to connect vertices with degrees $k$ and $k'$ with each other without multiples edges. Then $\min[kP(k), k'P(k'), NP(k)P(k')] = NP(k)P(k')$ and the ratio $r_{kk'}$ takes the form [68]
\[ r_{kk'} = \frac{kk'}{\langle k \rangle N}. \] (2.22)

Independently of the type of the network, this ratio must be smaller than or equal to 1. If one considers the space \( k - k' \) in which the joint probability is defined, the curve \( r_{kk'} = 1 \) delimiting the region \( r_{kk'} < 1 \), in which the pairs \( \langle k, k' \rangle \) taking admissible values, from the region \( r_{kk'} > 1 \), physically forbidden (see Fig. 2.5). The structural cutoff \( k_s \) must preserve this physical condition, so it can be defined as the value of the degree delimiting the largest square region of admissible values. That is given as the intersection of the curves \( k = k' \) and \( r_{kk'} = 1 \). Thus, \( k_s \) is the solution of the implicit equation

\[ r_{k_s k_s} = 1. \] (2.23)

According Eq. (2.22), the structural cutoff takes the form

\[ k_c(N) \sim \left( \langle k \rangle N \right)^{1/2}, \] (2.24)

for any \( \gamma \) in the power law degree distribution [66]. For \( \gamma > 3 \), the constraint of the structural cutoff is expendable since it diverges faster than the natural cutoff. However, scale-free networks \( (2 < \gamma \leq 3) \) must possess a structural cutoff because the exponent of the natural cutoff is greater than \( 1/2 \), and consequently, it diverges faster than the structural one. Then, for UCM networks, one has the cutoff \( k_c \) scaling as \( \langle k_c \rangle \sim N^{1/\omega} \), where \( \omega = \max(2, \gamma - 1) \) [27].

![Geometrical construction of the structural cutoff](image)

Figure 2.5: Geometrical construction of the structural cutoff \( k_S \). Taken from Ref. [66]

In figure 2.6 we show a power law degree distribution for the UCM model [27] with different values of the degree exponent \( \gamma \) and check the lack of correlations. We can observe a flat behavior of \( k_{nn}(k) \) [see Eqs. (2.14) and (2.15)] for all values of \( \gamma \). In each realization of the degree sequence,
one obtains a random maximum degree $k_{\text{max}}$, with an average $\langle k_{\text{max}} \rangle = k_c$. For $\gamma > 3$, both mean and the standard deviation of $k_{\text{max}}$ scale as $k_c \sim N^{1/\gamma - 1}$ (see section 6.2 of Part II). As we can see in Fig. 2.6(b), this implies that $k_{\text{max}}$ has large fluctuations for different network realizations [69].

![Figure 2.6: Power law degree distribution (left) and average nearest-neighbor degree of vertices of degree $k$ (right) for the UCM network with different degree exponents $\gamma$, with $N = 10^6$ and $k_0 = 2$.](image)

As said previously, this algorithm is very useful in order to check the accuracy of many analytical solutions of dynamical process on networks. In particular, this model is used in the Part II of this thesis, where we numerically test the behavior of epidemic models taking place on the top of complex networks and compare them with analytical approximations that are available just in the absence of degree correlations.

### 2.2.2 Temporal Networks

As shown in the previous section, the network structure helps us to understand the behavior of dynamical systems. However, in many cases, the edges are not continuously active. For example, in communication networks via email, edges represent sequences of instantaneous contacts [56]. In closed gatherings of individuals such as schools and conferences the agents are not simultaneously establishing interactions in the system [70,71]. Similarly to the network topology, the intrinsic time evolution of the network can also affect the system’s dynamics from disease contagion to information diffusion [24,72,73].

Indeed, this mixing of time scales can induce new phenomenology on the dynamics on temporal networks, in stark contrast with what is observed in static networks. Moreover, the bursty nature [74–76] of the time evolution of temporal network contacts, characterized by long stretches of inactivity, interspersed by bursts of intense activity, can complicate the picture, inducing for example a noticeable dynamical slowing down in dynamical processes as varied as epidemic spreading, diffusion or synchronization [77–81].
Particularly relevant in this topic is the *activity driven* network [28]. Indeed, it represents a class of social temporal network models based on the observation that the establishment of social contacts is driven by the activity of individuals, prompting them to interact with their peers at different levels of intensity. Based on the empirical measurement of heterogeneous levels of activity denoted by $a$, across different datasets, activity strength has been found to be distributed according to a power law form, $F(a) \sim a^{-\gamma}$ [28].

The activity driven network model proposed by Perra *et al.* [28] is defined as follows (See figure 2.7): $N$ nodes (individuals) in the network are endowed with an activity $a_i \in [\varepsilon, 1]$, extracted randomly from an activity distribution $F(a)$. Every time step $\Delta t = 1/N$, an agent $i$ is uniformly chosen at random. With probability $a_i$, the agent becomes active and generates $m$ links that are connected to $m$ other agents, uniformly chosen at random. Those links last for a period of time $\Delta t$ (i.e. are erased at the next time step). Time is updated as $t \to t + \Delta t$. The topological properties of the integrated network at time $t$ (i.e. the network in which nodes $i$ and $j$ are connected if there has ever been a connection between them at any time $t' \leq t$) were studied in Ref. [82]. The main result is that the integrated degree distribution at time $t$, $P_t(k)$, scales in the large $t$ limit as the activity distribution, i.e.

$$P_t(k) \sim t^{-1} F\left(\frac{k}{t} - \langle a \rangle\right),$$

considering $m = 1$.

![Figure 2.7](image)

Empirical measurements report activity distributions in real temporal networks exhibiting heavy tails of the form $F(a) \sim a^{-\gamma}$ [28]. This expression thus relates in a simple way the functional form of the activity distribution and the degree distribution of the integrated network at time $t$, and allows to explain the power-law form of the latter observed in social networks [83].

In the third part of this thesis, we will study the random walk [84] on an activity-driven network. Even in this simple dynamical processes - although still underlying many practical realistic appli-
ations - a time-varying substrate can induce noticeable differences with respect to the behavior expected in static networks [24,29–31]. We will consider activity distributions with a power-law form. The range of values of the $a$ is restricted to $a \in [\varepsilon, 1]$, where a minimum activity $\varepsilon$ is set to avoid divergences. As we will see in chapter 8 - Part III, the parameter $\varepsilon$ will play a significant role in the analysis of random walks on activity driven networks.
Part II

Epidemics Spreading on Complex Networks
Chapter 3

Phase Transitions with Absorbing States in Complex Networks

The present chapter provides a short review of the modeling and theory of non-equilibrium dynamical systems on networks. A key class of non-equilibrium process are those that exhibit absorbing states, i.e. states from which the dynamics cannot escape once it has fallen onto them.

A relevant feature of many systems with absorbing states is the absorbing-state phase transitions [33,34], i.e. non-equilibrium phase transitions between an active state, characterized by an everlasting activity in the thermodynamic limit, and an absorbing state, in which activity is absent.

The same type of transition occurs in epidemic spreading processes [5] since a fully healthy state is absorbing in the above sense, provided that immigration of infected individuals is not allowed. The susceptible-infected-susceptible (SIS) model and the contact process (CP) [35] represent the simplest epidemic models possessing an absorbing-state phase transition.

Lattice systems that exhibit such absorbing state phase transitions have universal features, determined by conservation laws and symmetries which allow to group them in a same universality class¹ [85]. The most robust class of absorbing state phase transitions is the directed percolation (DP) that was originally introduced as a model for directed random connectivity [86]. Both CP and SIS models are interacting particle systems involving self-annihilation and catalytic creation of particles that presents an absorbing-phase transition and thus belong to DP class. The SIS dynamics is indeed the most studied model to describe epidemic spreading on networks. Although the CP was initially thought as a toy model for epidemics [35], lately it has been widely used as a generic reaction-diffusion model to study phase transition with absorbing states.

¹Once a set of models share the same symmetry properties, irrespective of the microscopic details of their dynamical rules, they belong to a single universality class and they should have the same critical exponents and scaling functions.
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Thus, this chapter is devoted to review the SIS and CP models as examples to investigate absorbing phase transitions in complex networks. We firstly describe both epidemic models and, after we present distinct theoretical approaches devised for them. Finally we described the simulation techniques used to analyze both models numerically. For the SIS model, the central issue is to determine an epidemic threshold separating an absorbing, disease-free state from an active phase on heterogeneous networks [11,13–16,36–39]. While for the CP model, most of the interest is to relate the critical exponents with statistical properties of the network, in particular the degree distribution [21,22,40–43].

3.1 Epidemic Models

In the SIS epidemic model, each vertex $i$ of the network can be in only one of two states: infected or susceptible which are represented by $\sigma_i = 1$ or $\sigma_i = 0$ respectively. Let us assume the most general case where a vertex $i$ becomes spontaneously healthy at rate $\mu_i$, and transmits the infection to each one of its $k_i$ neighbors at rate $\lambda_i$. In figure 3.1, we show an example of the rates for an epidemic model. For classical SIS, one has $\mu_i = \mu$ and $\lambda_i = \lambda$ for every vertex.

![Figure 3.1: The rates in the dynamics of the SIS model for a vertex $i$ initially infected.](image)

As in the SIS model, vertices in the CP can be infected or susceptible, which in reaction-diffusion system’s jargon are called occupied ($\sigma_i = 1$) and empty ($\sigma_i = 0$), respectively. The spontaneous cure process is exactly the same as in the SIS model: infected vertices become susceptible at rate $\mu_i = \mu$. The infection is, however, different. An infected vertex tries to transmit the infection to a randomly chosen neighbor at rate $\lambda_i$, implying that the transmission rate of vertex $i$ is $\lambda_i = \lambda/k_i$, what reduces drastically the infective power of very connected vertices in comparison with the SIS dynamics.

Both SIS and CP dynamics exhibit a phase transition between a disease-free (absorbing) state and an active stationary phase where a fraction of the population is infected. These regimes are
separated by an epidemic threshold $\lambda_c$. The density of infected nodes $\rho$ is the order parameter that describes this phase transition, as shown in Figure 3.2. For heterogeneous networks a more complex behavior can emerge as discussed in chapter 6. However, for a finite system the unique true stationary state is the absorbing state, even above the critical point, due to dynamical fluctuations. To overcome the difficulty to study the active state of finite systems some simulation strategies were proposed in the literature, as we will see in the section 3.8.

The accurate theoretical understanding of epidemic processes running on the top of complex networks rates among the hottest issues in complex network theory [11,13–22,39]. Much effort has been devoted to understand the criticality of the absorbing state phase transitions observed in CP [20–22,40,41] and SIS [11,13–16,19,39] models, mainly based on perturbative approaches (first order in $\rho$) around the transition point [11,13,14,18,21,39]. In the following we will present the basic mathematical approaches for the epidemic dynamics. Generally all these theories aim at understanding the properties of epidemics in the equilibrium or long term steady state, the existence of a non-zero density of infected individuals, the presence or absence of a threshold, etc. We will start with the simplest case namely the homogeneous mean-field theory, and thereafter we will review other more sophisticated mathematical approaches.

Figure 3.2: The density of infected nodes in a epidemic model as SIS or CP on regular lattices, in the thermodynamic limit.


3.2 Homogeneous mean-field theory

The prediction of disease evolution can be conceptualized within a variety of mathematical approaches. The simplest theory of epidemic spreading assumes that the population can be divided into different compartments according to the stage of the disease (for example, susceptible and infected in both SIS and CP models) and within each compartment, individuals (vertices in the complex networks’ jargon) are assumed to be identical and have approximately the same number of neighbors (edges), $k \approx \langle k \rangle$ [87]. The idea is to write a time evolution equation for the number of infected individuals $I(t)$, or equivalently the corresponding density $\rho(t) = I(t)/N$, where $N$ is the total number of individuals. For example, the equation describing the evolution of the SIS model is:

$$\frac{d\rho(t)}{dt} = -\mu\rho(t) + \lambda\langle k \rangle\rho(t)[1 - \rho(t)], \quad (3.1)$$

considering uniform infection and cure rates ($\lambda_i = \lambda$ and $\mu_i = \mu$, $\forall \ i = 1, 2, \cdots N$). The first term on the right-hand side of the Eq. (3.1) refers to the spontaneous healing and the second one to the infection process, that is proportional to the spreading rate $\lambda\langle k \rangle$, the density of the susceptible vertices $1 - \rho(t)$ that may become infected, and the density of infected nodes $\rho(t)$ in contact with any susceptible individual. Note that the evolution of the SIS model is completely described by Eq. (3.1), since the density of susceptible individuals $S(t)/N = 1 - \rho(t)$. The mean-field character of this equation comes from the fact that we have neglected the density correlations among different nodes. Thus, the probability that one infected vertex is connected to a susceptible one is approached as $\rho(t)[1 - \rho(t)]$.

Near the phase transition between a disease-free (absorbing) state and an active stationary phase we can assume that the number of infected nodes is small $\rho(t) \ll 1$. In this regime, we can use a linear approximation neglecting all $\rho^2$ terms$^2$. So the Eq. (3.1) becomes$^3$:

$$\frac{d\rho(t)}{dt} = -\rho(t) + \lambda\langle k \rangle\rho(t). \quad (3.2)$$

The solution is $\rho(t) \sim e^{-(1-\lambda\langle k \rangle)t}$, implying that $\rho = 0$ is an stable fixe point for $1 - \lambda\langle k \rangle > 0$. Thus, one obtains,

$$\lambda_c = \frac{1}{\langle k \rangle}. \quad (3.3)$$

Here, $\lambda_c$ is the epidemic threshold such that for any infection rate above this value the epidemic lasts forever.

$^2$Indeed, this equation can be exactly integrated, but we prefered stability analysis approach that is uses in more complex theories in the next sections.

$^3$From now on, we will consider $\mu = 1$, unless otherwise specified.
Similar analysis can be done for the CP model. In this case, the homogeneous mean-field equation read as
\[ \frac{d\rho(t)}{dt} = -\rho(t) + \lambda \rho(t)[1 - \rho(t)], \tag{3.4} \]
since the transmission rate of each node is \( \lambda/\langle k \rangle \). Performing the same linear stability analysis in the steady-state, one obtains \( \lambda_c = 1 \).

In this framework, one considers that the connectivity patterns among individuals are homogeneous, neglecting the highly heterogeneous structure of the contact network inherent to real systems [25]. Many biological, social and technological systems are characterized by heavy tailed distributions of the number of contacts \( k \) of an individual (the vertex degree, in the network jargon), for such systems the homogeneity hypothesis is severely violated [1,3,25]. Complex networks are, in fact, a framework where the heterogeneity of the contacts can be naturally afforded [25]. Indeed, this heterogeneity plays the main role in determining the epidemic threshold. To take it into account, other approaches have been proposed. As we shall see in the next sections, the major aim is to understand how the spreading epidemic can be strongly influenced by the topology of the networks.

### 3.3 Quenched Mean-field Theory

The quenched mean-field (QMF) theory [13] explicitly takes into account the actual connectivity of the network through its adjacency matrix. The central idea is to write the evolution equation for the probability \( \rho_i(t) \) that a certain node \( i \) is infected. For the SIS model the dynamical equation for this probability takes the form [13]:
\[ \frac{d\rho_i}{dt} = -\rho_i + \lambda(1 - \rho_i) \sum_{j=1}^{N} A_{ij}\rho_j, \tag{3.5} \]
where \( A_{ij} \) is the adjacency matrix that assumes \( A_{ij} = 1 \) if vertices \( i \) and \( j \) are connected and \( A_{ij} = 0 \), otherwise [see equation (2.1) in chapter 2]. The first term on the right-hand side considers nodes becoming healthy spontaneously while the second one considers the event that the node \( i \) is healthy and gets the infection via a neighbor node.

Performing a linear stability analysis around the trivial fixed point \( \rho_i = 0 \), one has
\[ \frac{d\rho_i}{dt} = \sum_{j} L_{ij}\rho_j, \tag{3.6} \]
where the Jacobian matrix is
\[ L_{ij} = -\delta_{ij} + \lambda A_{ij}, \tag{3.7} \]
\( \delta_{ij} \) being the Kronecker delta symbol. The transition occurs when the fixed point loses stability or, equivalently, when the largest eigenvalue of the Jacobian matrix is \( \Upsilon_m = 0 \) \[88]. The largest of \( L_{ij} \) is given by \( \Upsilon_m = -1 + \lambda \Lambda_m \) where \( \Lambda_m \) is the largest eigenvalue of \( A_{ij} \). Since \( A_{ij} \) is a real non-negative symmetric matrix, the Perron-Frobenius theorem states that one of its eigenvalues is positive and greater than, in absolute value, all other eigenvalues, and its corresponding eigenvector has positive components. So, one obtains the epidemic threshold of the SIS model in a QMF approach \[13\]:
\[ \lambda_{c,qmf} = \frac{1}{\Lambda_m}, \tag{3.8} \]
where \( \Lambda_m \) is the largest eigenvalue of the adjacency matrix. For the CP dynamic, the Eq. (3.5) becomes,
\[ \frac{d\rho_i}{dt} = -\rho_i + \lambda (1 - \rho_i) \sum_j \frac{A_{ij}\rho_j}{k_j}. \tag{3.9} \]
Performing the same linear stability analysis around the trivial fixed point, as was done for the SIS model, one obtains
\[ \frac{d\rho_i}{dt} = \sum_j L_{ij}\rho_j, \tag{3.10} \]
where the Jacobian matrix is given by
\[ L_{ij} = -\delta_{ij} + \frac{\lambda A_{ij}}{k_j}. \tag{3.11} \]
Once again the transition point is defined when the absorbing phase becomes unstable or, equivalently, when the largest eigenvalue of \( L_{ij} \) is null \[88\]. The largest of \( L_{ij} \) is given by \( \Upsilon_m = -1 + \lambda \Lambda_m \) where \( \Lambda_m \) is the largest eigenvalue of \( C_{ij} = A_{ij}/k_j \). Notice that \( v_i = k_i \) is an eigenvector of \( C_{ij} \) with eigenvalue \( \Lambda = 1 \). Now, supported by the Perron-Frobenius theorem \[3\], we conclude that the largest eigenvalue of \( C_{ij} \) is \( \Lambda_m = 1 \) resulting in the transition point \( \lambda_c = 1 \), as obtained in a homogeneous approximation.

Returning to the SIS model, the equation (3.8) can be complemented with the results of Chung et al. \[89\] who calculated the largest eigenvalue of adjacency matrix of networks with a power law degree distributions as
\[ \Lambda_m \simeq \begin{cases} \sqrt{k_c}, & \gamma > 5/2 \\ \frac{k_c}{\langle k^2 \rangle}, & 2 < \gamma < 5/2 \end{cases} \tag{3.12} \]
where \( k_c \) is the degree of the most connected node. Since \( k_c \) grows as a function of the network size for any \( \gamma \), the central result of equation (3.12) is: \( \Lambda_m \) diverges for enlarging networks with power
law degree distributions even when $\langle k^2 \rangle$ remains finite [89]. Therefore, the epidemic thresholds scale as [49]

$$\lambda_c \simeq \begin{cases} 
\frac{1}{\sqrt{k_c}}, & \gamma > \frac{5}{2} \\
\frac{\langle k \rangle}{\langle k^2 \rangle}, & 2 < \gamma < \frac{5}{2}
\end{cases} \quad (3.13)$$

which vanishes for any power-law degree distribution. The reasons for this difference of $\lambda_c$ predicted by QMF approach, for $\gamma$ larger or smaller than $5/2$ are explained in ref. [49]. In processes allowing endemic steady-states, the activation mechanisms depend on the degree of heterogeneity of the network. For $\gamma > 5/2$ the hub sustains activity and propogates it to the rest of the system while for $\gamma < 5/2$ the innermost network core collectively turns into the active state maintaining it globally. However, the behavior of the SIS model on random networks with power-law degree distribution can be much more complex than previously thought. Multiple phase transitions can arise depending on the connectivity distribution of the network. We studied this issue thoroughly and our original results are reported in the chapter 6.

### 3.4 Heterogeneous Mean-Field Theory

In a HMF theory, dynamical quantities, as the density of infected individuals in the SIS model, depend only of the vertex degree and do not of their specific location in the network. Actually, the HMF theory can be obtained from the QMF one performing a coarse-graining where vertices are grouped according to their degrees. To take into account the effect of the degree heterogeneity we have to consider the relative density $\rho_k(t)$ of infected nodes with a given connectivity $k$, i.e., the probability that a node with $k$ links is infected. Again using the SIS model as an example, the dynamical mean-field rate equation describing the system can thus be written as [44]:

$$\frac{d\rho_k(t)}{dt} = -\rho_k(t) + \lambda_k[1 - \rho_k(t)] \sum_{k'} P(k'|k)\rho_{k'}(t), \quad (3.14)$$

The first term on the right-hand side considers nodes becoming healthy at unitary rate. The second term considers the event that a node with $k$ links is healthy and gets the infection via a nearest neighbor. The probability of this event is proportional to the infection rate $\lambda$, the number of connections $k$ and the probability that any neighbor vertex is infected $P(k'|k)\rho_{k'}$. The linearization Eq. (3.14) gives

$$\frac{d\rho_k}{dt} = \sum_k L_{kk'} \rho_{k'}, \quad (3.15)$$
where \( L_{kk'} = -\delta_{kk'} + \lambda k P(k'|k) \). Therefore, the epidemic threshold is

\[
\lambda_c = \frac{1}{\Lambda_m},
\]

(3.16)

where \( \Lambda_m \) is the largest value of \( C_{kk'} = k P(k'|k) \).

It is difficult to find the exact solution for \( \Lambda_m \) for a general form of \( P(k'|k) \). But it is possible to extract the value of the epidemic threshold. In the case of uncorrelated networks, \( P(k'|k) = k' P(k')/\langle k \rangle \) and \( C_{kk'} = k' k P(k')/\langle k \rangle \). So, it is easy to check that \( v_k = k \) is an eigenvector with eigenvalue \( \langle k^2 \rangle /\langle k \rangle \) that, according to Perron-Frobenius theorem, is the largest. Thus, we obtain the epidemic threshold:

\[
\lambda_{c}^{\text{hmf}} = \langle k \rangle /\langle k^2 \rangle,
\]

(3.17)

Equation (3.17) has strong implications since several real networks have a power law degree distribution \( P(k) \sim k^{-\gamma} \) with exponents in the range \( 2 < \gamma < 3 \) [25]. For these distributions, the second moment \( \langle k^2 \rangle \) diverges in the limit of infinite sizes implying a vanishing threshold for the SIS model or, equivalently, the epidemic prevalence for any finite infection rate. Both theories HMF and QMF predict vanishing thresholds for \( \gamma < 3 \) despite of different scaling for \( 5/2 < \gamma < 3 \). However, while HMF predicts a finite threshold for networks with \( \gamma > 3 \), QMF still predicts a vanishing threshold [49].

For the CP model, the heterogeneous mean-field equation, analogous to Eq. (3.14), can be written as

\[
\frac{d\rho_k(t)}{dt} = -\rho_k(t) + \lambda k [1 - \rho_k(t)] \sum_{k'} P(k'|k) \rho_{k'}(t) \frac{P(k')}{k'}.
\]

(3.18)

again we assume degree-uncorrelated networks, a simple linear stability analysis shows the presence of a phase transition, located at the value \( \lambda_c = 1 \), as found in homogeneous mean-field theory, independent of the degree distribution and degree correlations. According to simulations (see chapter 4) the transition point does not quantitatively reproduced the predictions of both approaches, HMF and QMF. However, the advantage of HMF over the QMF theory, is that we can analytically obtain the critical exponents for the dynamical model and compare with numerical results. Indeed, recent works have shown that the contact process running on the top of highly heterogeneous random networks is well-described by the heterogeneous mean-field theory [41,42]. However, some important aspects such as the threshold and strong corrections to the finite-size scaling observed in simulations are not clarified in this theory. We summarize the intense scientific discussion [21,22,41–43,90,91] about this subject in the next section.
3. Phase Transitions with Absorbing State in Complex Networks

3.5 Finite Size Scaling for CP model on heterogeneous networks

In Ref. [43], Castellano and Pastor-Satorras derived the HMF theory for the CP dynamic in the limit of infinite network size. They obtained the following scaling

$$\bar{\rho} \sim (\lambda - \lambda_c)^\beta, \quad \beta = \max \left[ 1, \frac{1}{\gamma - 2} \right].$$

(3.19)

At the transition point $\lambda = \lambda_c$,

$$\rho \sim t^{-\delta}, \quad \delta = \beta.$$

(3.20)

Also the relaxation time scales as

$$\tau \sim (\lambda - \lambda_c)^{-\nu_\parallel}, \quad \nu_\parallel = 1.$$

(3.21)

These exponents are also obtained using a pair HMF approximation as we shall show in section 4.4.1.

Its predictions could not be directly checked against numerical simulations because of the presence of finite-size effects. A comparison became possible using the finite-size scaling (FSS) ansatz [92], adapted to the network topology, and they concluded that CP dynamics on networks was not described by the HMF approximation. However, it was assumed in Ref. [43] that heterogeneous networks follows the same FSS known for regular lattices [34]. Indeed, the FSS on networks is more complicated than previously assumed. The behavior of the CP on networks of finite size depends not only on the number of vertices $N$ but also on the moments of the degree distribution [21]. This implies that, for scale-free networks, the scaling around the critical point depends explicitly on how the largest degree $k_c$ diverges with the system size $N$. Such dependence introduces very strong corrections to scaling. However, if such corrections are properly taken into account, it is possible to show that the CP on heterogeneous networks agrees, with high accuracy, with the predictions of HMF theory [41].

Starting from Eq. (3.18), and considering, in addition, uncorrelated networks with $P(k|k') = kP(k)/k$, the overall density $\rho = \sum_k \rho_k P(k)$, obeys the equation [42]

$$\frac{d\rho(t)}{dt} = \rho(t) + \lambda \rho(t) \left[ 1 - \langle k \rangle^{-1} \sum_k kP(k)\rho_k(t) \right].$$

(3.22)

A mean field theory for the FSS can be obtained using the strategy proposed by Castellano and Pastor-Satorras [21], in which the motion equation is mapped in a one-step process, in the limit of
very low densities, with transition rates

\[
W(n - 1, n) = n \\
W(n + 1, n) = \lambda n \left[ 1 - \langle k \rangle^{-1} \sum_k kP(k)\rho_k(t) \right],
\]

(3.23)

where \(W(n, m)\) represents the transitions from a state with \(m\) infected vertices to another state with \(n\) infected vertices. In the stationary state, \(d\rho(t)/dt = 0\), the Eq. (3.22) read as [41]

\[
\bar{\rho}_k = \lambda k \bar{\rho}/\langle k \rangle.
\]

(3.24)

Close to the criticality, when the density at long times is sufficiently small such that \(\bar{\rho}_c \ll 1\), Eq. (3.24) becomes \(\bar{\rho}_k \simeq \lambda k \bar{\rho}/\langle k \rangle\). Substituting this result in Eq. (3.23), one finds that the first-order approximation for the one-step processes is

\[
W(n - 1, n) = n \\
W(n + 1, n) = \lambda n(1 - \lambda gn/N),
\]

(3.25)

where \(g = \langle k^2 \rangle/\langle k \rangle^2\).

The master equation for a standard one-step process is [93]

\[
\frac{dP_n}{dt} = \sum_m W(n, m)P_m(t) - \sum_m W(m, n)P_n(t).
\]

(3.26)

Substituting the rates (3.25), we find

\[
\frac{dP_n}{dt} = (n + 1)P_{n+1} + u_{n-1}P_{n-1} - (n + u_n)P_n
\]

(3.27)

with \(u_n = \lambda n(1 - ng)\). Since the probability for the process not to end up in the absorbing state up to time \(t\), named survival probability, is given by \(P_s(t) = \sum_{n\geq1} P_n(t)\), we can define the quasistationary (QS) distribution \(\bar{P}_n\) as [34]

\[
\bar{P}_n = \lim_{t \to \infty} \frac{P_n(t)}{P_s(t)} \quad (n \geq 1),
\]

(3.28)

with \(\bar{P}_0 \equiv 0\) and normalized condition \(\sum_{n\geq1} \bar{P}_n = 1\) (see more details in section 3.8.1). The solutions of the equation (3.27) have already been exhaustively investigated, then we merely report the results of Ref. [41] where it was found that the critical QS distribution for large systems has the
following scaling form\(^4\)

\[
\bar{P}_n = \frac{1}{\sqrt{N/g}} f \left( \frac{n}{\sqrt{N/g}} \right),
\]

(3.29)

where \(f(x)\) is as scaling function with the following properties: \(f(x) \sim \exp(-ax)\) for \(x \ll 1\), where \(a\) is constant, and \(f(x) \sim \exp(-x^2/2)\) for \(x \gg 1\). The critical quasi-stationary density scale as

\[
\bar{\rho} \sim (gN)^{-1/2}.
\]

(3.30)

Similarly, the characteristic time scales as

\[
\tau \sim \left( \frac{N}{g} \right)^{1/2}.
\]

(3.31)

For a network with degree exponent \(\gamma\) and a cutoff scaling with the system size as \(k_c \sim N^{1/\omega}\), where \(\omega = \max[2, \gamma - 1]\) for UCM networks, the factor \(g\) scales for asymptotically large systems as \(g \sim k_c^{3-\gamma}\) for \(\gamma < 3\) and \(g \sim \text{const.}\) for \(\gamma > 3\). The result is a scaling law \(\rho \sim N^{-\hat{\nu}}\) and \(\tau \sim N^{\hat{\alpha}}\) where the exponents \(\hat{\nu}\) and \(\hat{\alpha}\) are given by

\[
\hat{\nu} = \frac{1}{2} + \max \left( \frac{3 - \gamma}{2\omega}, 0 \right), \quad \hat{\alpha} = \frac{1}{2} - \max \left( \frac{\gamma - 3}{2\omega}, 0 \right).
\]

(3.32)

In Ref. [42], Ferreira et al. investigated the CP on heterogeneous networks with power-law degree distribution by performing quasi-stationary simulations (see section 3.8.1), and concluded that heterogeneous mean-field theory correctly describes the critical behavior of the contact process on quenched networks. However, some important questions remained unanswered. The transition point \(\lambda_c = 1\) predicted by this theory does not reflect the dependence on the degree distribution observed in simulations. Sub-leading corrections to the finite-size scaling, undetected by the one-vertex HMF theory, are quantitatively relevant for the analysis of highly heterogeneous networks \((\gamma \to 2)\), for which deviations from the theoretical finite-size scaling exponents were reported [42]. The HMF theory assumes that the number of connections of a vertex is the quantity relevant to determine its state and neglects all dynamical correlations. But dynamical correlations represent an important factor in ascertaining the accuracy of the analytical results. The simplest way to explicitly consider dynamical correlations is by means of a pair-approximation [34]. In chapter 4, we will present a pair HMF approximation for the CP on heterogeneous networks that is our original contribution for this, until then, open problem. We will show that this theory yields great

---

\(^4\)This was shown in Ref [41] for annealed networks, but this can also be applied for quenched large systems [42]. In annealed networks, the vertex degrees are fixed while the edges are completely rewired between successive dynamics steps implying that dynamical correlations are absent and HMF theory becomes an exact prescription [40].
improvements in relation to the one-vertex counterpart. A pair approximation approaches for the SIS model were also studied and our original results are shown in chapter 5.

3.6 Intriguing questions for the SIS model

As we saw in the previous sections, distinct theoretical approaches were devised for the SIS and CP models to determine an epidemic threshold $\lambda_c$ separating an absorbing, disease-free state from an active phase [11,13,15,16,36,38,39,94]. The quenched mean-field (QMF) theory [94] explicitly includes the entire structure of the network through its adjacency matrix while the heterogeneous mean-field (HMF) theory [44,95] performs a coarse-graining of the network grouping vertices accordingly their degree. However, for the SIS model, both theories predicts different thresholds. The HMF theory predicts a vanishing threshold for the range $2 < \gamma \leq 3$ while a finite threshold is expected for $\gamma > 3$. Conversely, the QMF theory states a threshold inversely proportional to the largest eigenvalue of the adjacency matrix, implying that the threshold vanishes for any value of $\gamma$ [13]. Regardless, Goltsev et al. [11] proposed that QMF theory predicts the threshold for an endemic phase, in which a finite fraction of the network is infected, only if the principal eigenvector of adjacency matrix is delocalized. In the case of a localized principal eigenvector, that usually happens for large random networks with $\gamma > 3$ [96], the epidemic threshold is associated to the eigenvalue of the first delocalized eigenvector. For $\gamma < 3$, there exists a consensus for SIS thresholds: both HMF and QMF are equivalent and accurate for $\gamma < 2.5$ while QMF works better for $2.5 < \gamma < 3$ [36,39].

Lee et al. [15] proposed that for a range $\lambda_{QMF} < \lambda < \lambda_c$ with a nonzero $\lambda_c$, the hubs in a random network become infected generating epidemic activity in their neighborhoods. This activity has a characteristic lifespan $\tau(k, \lambda)$ depending on the degree $k$ and the infection rate $\lambda$. On networks where almost all hubs are directly connected the activity can be spread among them if the lifespan $\tau(k, \lambda)$ is large enough. Then, above $\lambda_{QMF}$, the network is able to sustain an endemic state due to the mutual reinfection of connected hubs. However, when hubs are not directly connected, the reinfection mechanism does not work and high-degree vertices produce independent active domains. These independent domains were classified as rare-regions, in which activity can last for very long times (increasing exponentially with the domain size [97]), generating Griffiths phases (GPs) [97,98]. The sizes of these active domains increase for increasing $\lambda$ leading to the overlap among them and, finally, to an endemic phase for $\lambda > \lambda_c$.

These arguments presented in Refs. [11,15] lead to the conclusion that the threshold to an endemic phase is finite in random networks with a power law degree distribution for $\gamma > 3$. Inspired in the appealing arguments of Lee et al. [15], Boguñá, Castellano and Pastor-Satorras (BCPS) [16]
reconsidered the problem and proposed a semi-analytical approach taking into account a long-range reinfection mechanism and found a vanishing epidemic threshold for $\gamma > 3$.

As reported by Lee et. al. [15], when the hubs on a network are directly connected, the activity can be spread throughout the network even in the limit $\lambda \to 0$. However, when higher degrees nodes are distant from each other these hubs are able to sustain local active domains around them and only with a nonzero $\lambda_c$, the endemic state is reached. Nevertheless, Boguñá, Castellano and Pastor-Satorras [16] (BCPS theory) revisited the problem taking into account long range dynamic correlations in a coarse-grained time scale. As explained in Ref. [16], the BCPS approach states that a directed connection between hubs is not a necessary condition for reinfection them. There is a possibility of “long-range” reinfection since the network has a small-world property. In this approach, it was concluded that the epidemic threshold vanishes for random networks with $P(k)$ decaying slower than exponentially, in particular, $P(k) \sim k^{-\gamma}$ with any $\gamma$.

To check the accuracy of the BCPS theory [16], they compared their theoretical predictions with simulations starting from a single infected vertex and a diverging epidemic lifespan was used as a criterion to determine the thresholds (Lifespan method - see section 3.8.2).

We will show in chapter 6 that this apparently competing mean-field theories: HMF, QMF and BCPS [11,13,15,16,44] can be considered, in fact, complementary, describing distinct transitions that may concomitantly emerge depending on the network structure.

### 3.7 Simulation of Epidemic Processes

Many of previous works [44,95] present mistaken prescriptions of how to simulate the SIS model on complex networks. To emphasize the importance to simulate the SIS dynamics correctly, we present, in Ref. [50], numerical recipes for the simulation of Markovian epidemic models on highly heterogeneous graphs. In the following sections, we summarized this work showing distinct algorithms for the SIS and CP dynamics.

#### 3.7.1 Simulation of SIS model

The SIS dynamics in a network of size $N$ can be simulated in a very simple way: Select a vertex at random with equal chance. If the selected vertex $i$ is infected we turn it to susceptible with probability

$$p_i = \mu_i \zeta,$$

(3.33)
otherwise it becomes infected with probability

$$q_i = \sum_{j=1}^{N} \lambda_i \sigma_i A_{ij} \zeta,$$

(3.34)

where the sum runs over all nearest neighbors of $i$ since $A_{ij}$ corresponds to adjacency matrix. The time incremented by $\delta t = \zeta/N$, where the factor $1/N$ accounts the choice of a single vertex by time step. The factor $\zeta$ must, in principle, be infinitesimally small but, in practice, it should be as large as possible but assuring both $p_i, q_i \leq 1$. A good choice is

$$\zeta = \frac{1}{\max(\lambda_i + \mu_i) k_{\text{max}}},$$

(3.35)

where $k_{\text{max}}$ is maximal number of connections and $\max(\lambda_i + \mu_i)$ the maximal value of $\lambda_i + \mu_i$ of a vertex in the entire network. In the simplest case of $\lambda_i = \lambda$ and $\mu_i = \mu$ for all vertices, we have

$$p_i = \frac{\lambda n_i}{(\mu + \lambda) k_{\text{max}}}.$$

(3.36)

where $n_i = \sum_j A_{ij} \sigma_j$ is the number of infected nearest neighbors of the vertex $i$, and

$$q_i = \frac{\mu}{(\mu + \lambda) k_{\text{max}}}.$$

(3.37)

This algorithm is accurate and can used for any generic SIS dynamics. However, if one is interested in regions close to the threshold where the great majority of the vertices are susceptible, the algorithm is very inefficient since changes happens only inside and in the neighborhood of infected vertices. Therefore, we can use a more efficient strategy based on the previous algorithm. This strategy requires to keep and constantly update a list $\mathcal{P}$ with the positions of all infected vertices where changes will take place. The list update is simple. The position of a new infected is added at the end of the list. When a infected vertex becomes susceptible, the last entry of the list is moved to the index of the cured vertex.

The total rate that a infected vertex becomes susceptible in the whole network is

$$R = \sum_i \mu_i \sigma_i,$$

(3.38)

Analogously, the total rate that one susceptible vertex is infected is given by

$$J = \sum_{i,j} (1 - \sigma_i) A_{ij} \lambda_j \sigma_j = \sum_j \lambda_j k_j \sigma_j - \sum_{i,j} \lambda_j \sigma_j \sigma_i A_{ij},$$

(3.39)
where $\sum_i A_{ij} = k_j$ was used to perform the sum in the first term. The first term in the right-hand side $S = \sum_j \lambda_j k_j \sigma_j$ represents the total infection rate emanating from all infected vertices while the second one is that transmitted between pairs of infected vertices that does not lead to a new infection.

For uniform infection and cure rates, $\lambda_i = \lambda$ and $\mu_i = \mu$, we have $R = \mu N_i$ and $S = \lambda N_e$, where $N_i$ is the number of infected vertices and $N_e$ is the number of vertices emanating from them. So, the SIS dynamics can be simulated according to the algorithm proposed by Ferreira et al. [36] as follows: $N_i$ and $N_e$ are constantly updated. With probability $p = \mu N_i / (\mu N_i + \lambda N_e)$, an infected vertex is selected with equal chance and cured. With complementary probability $q = 1 - p$, an infected vertex is selected at random and accepted with probability proportional to its degree. In the infection attempt, a neighbor of the selected vertex is randomly chosen and if susceptible, it is infected. Otherwise nothing happens and simulations run to the next time step. The frustrated infection attempts reckon exactly the second term in the right hand side of Eq. 3.39. The time is incremented by $\delta t = 1 / (\mu N_i + \lambda N_e)$. More technical details can be found in Cota et al. [50]. In this paper we describe accurately numerical recipes for efficient simulations of the SIS model on complex networks.

3.7.2 Simulation of CP model

The CP dynamics can be efficiently simulated if a list of occupied vertex $P$ is used analogously to the SIS algorithm. The total rate of cure is also given by Eq. (3.38). The total creation rate is

$$J = \sum_{i,j=1}^{N} (1 - \sigma_i) A_{ij} \frac{\lambda_j}{k_j} = \sum_{j=1}^{N} \lambda_j \sigma_j - \sum_{i,j=1}^{N} \sigma_j \sigma_i A_{ij} \frac{\lambda_j}{k_j},$$

(3.40)

where $S = \sum_i \lambda_i \sigma_i$ is again the total infection emanating from infected vertices and the second term is the rate of frustrated attempts of infections. In the case of homogeneous infection and cure rates $\lambda_i = \lambda$ and $\mu_i = \mu$, we have $S = \lambda N_i$ and $R = \mu N_i$ and the standard procedure is recovered [34]: An infected vertex $i$ is selected with equal chance. With probability $p = R / (S + R) = \mu / (\mu + \lambda)$ it is cured. With probability $q = S / (S + R) = \lambda / (\mu + \lambda)$ one of the $k_i$ neighbors of $i$ is selected and, if susceptible, is infected. The time is incremented by $\delta t = 1 / [N_i (\lambda + \mu)]$. Again, the frustrated infection attempts take into account the second term of Eq. (3.40). Notice that infected vertices are selected independently of their degrees and with probability $n_i / k_i$ reach an already

---

5To simulate the continuous-time process one replaces the fixed interval $dt$ with an exponential distribution of the waiting time. Both formulations differ at short times but share the same stationary properties and long-term dynamics [99].
infected neighbor, which is in agreement with the term $1/k_i$ in the second term of Eq. (3.40).

Although equivalent for strictly homogeneous graphs ($k_i \equiv k \forall i$), the SIS and the CP models are very different for heterogeneous substrates. The universality class of CP and SIS is the same in homogeneous lattices. Both models belong to the DP universality class [85]. Nevertheless, in complex networks, heterogeneity affects both models and, at the heterogeneous mean-field approach, they have different critical exponents (see discussion in Ref. [100]).

### 3.8 Simulation of dynamical process with an absorbing state

The theoretical characterization of absorbing-state phase transitions is based on mean-field approaches and field theory renormalization procedures [101]. While the former is only valid above the upper critical dimension, application of the latter in physical dimensions is hindered by large technical difficulties. For this reason, most of our knowledge about the properties of absorbing-state phase transitions is based in the computer simulation of different representative models. The numerical analysis of these computer data represents a different kind of challenge, which is mainly hampered by finite size effects. In finite systems, any realization of the dynamics is bound to reach sooner or later the absorbing state, even above the critical point, due to dynamic fluctuations. This difficulty can be overcome by applying the finite-size scaling technique [92], based on the size dependence of physical observables traditionally determined by starting with a finite initial density of active sites and averaging only over surviving runs, i.e., realizations which have not yet fallen into the absorbing state [34]. Analyzing the quasistationary state defined by surviving averages, the critical point and various critical exponents can be performed by studying the decay of the survival average of different observables as a function of the system size. Averaging over surviving runs, however, is computationally extremely inefficient since surviving configurations are very rare at long times.

A much more effective alternative is provided by the quasistationary (QS) method [51,102,103], in which every time the system tries to visit an absorbing state, it jumps to an active configuration previously stored during the simulation. Recently, in the context of epidemic modeling on complex networks [104], Boguñá et. al. [16] proposed another strategy which considers the lifespan of spreading simulations starting from a single infected site as a tool to determine the position of the critical point. Both methods are described in the following subsections.
3. Phase Transitions with Absorbing State in Complex Networks

3.8.1 The Quasistationary Method

In this thesis, we used an efficient quasistationary method (QS) proposed by Oliveira and Dickman [51]. This method is suitable to study models that admit an active stationary state in the thermodynamic limit but which always falls into the absorbing state for a finite size system, as occurs in CP and SIS models. The QS method [41,51] is, to our knowledge, the most robust approach to overcome the difficulties intrinsic to the stationary simulations of finite systems with absorbing states. Thus, we reproduce some parts of Ref. [51] to introduce this practical simulation method.

The idea of the quasi-stationary (QS) distribution is indeed simple. Firstly, consider a Markov process \( X_t \), in continuous time, taking values \( n_t \geq 0 \), with the state \( n = 0 \) absorbing. The distribution \( P_n(t) \) denotes the probability that \( X_t = n \) given some initial condition \( X_0 \). As said before, the survival probability is given by \( P_s(t) = \sum_{n \geq 1} P_n(t) \). So, we define the QS distribution \( \bar{P}_n \) as defined by Eq. (3.28).

For a better understanding of the method, we consider the following master equation [93]:

\[
\frac{dP_n}{dt} = \sum_m W(n, m)P_m(t) - \sum_m W(m, n)P_n(t).
\] (3.41)

in which \( W(n, m) \) and \( W(m, n) \) represents the rate of transition in and out of the state \( n \), respectively.

The purpose of the QS method is to rewrite the Eq. (3.41) such that it can represent a process \( X_t^* \) whose stationary probability distribution is the quasi-stationary distribution of \( X_t \). In other words, we have to add in the original master equation, Eq. (3.41), another term that represents a redistribution of the probability transfered from the absorbing state to the nonabsorbing subspace. Thus, one has:

\[
\frac{dP_n}{dt} = \sum_{m \neq 0} [P_m W(n, m) - P_n W(m, n)] + P_m W(0, m).
\] (3.42)

Each nonabsorbing state receives a share equal to its probability. The evolution of \( X_t^* \) is identical to that of \( X_t \), for \( n > 0 \). Nevertheless, when \( n = 0 \), i.e., \( X_t \) is into the absorbing space, \( X_t^* \) instead jumps to a nonabsorbing state and returns to its ordinary evolution until the time when the system is upcoming to fall into the absorbing state again (see Fig. 3.3).

In spite of the fact that Eq. (3.42) is not a master equation, it does suggest a simulation strategy for sampling the QS distribution. One has no prior knowledge of \( P_n \) but, in a simulation, one can use the history \( X_s^*(0 < s \leq t) \) up to time \( t \) to estimate \( P_n \). This can be done by saving, and constantly updating a sample of the states already visited. The update is done by periodically replacing one of these configurations by the current one. Hence, at long times, the distribution
of the process $X_t^*$ converges to the QS distribution of the original process $X_t$. Essentially, the nonlinear term in Eq. (3.42) represents the memory in the simulation.

The computational demands of this approach are, in general, trivial. To implement the QS method, a list containing $M$ configurations is stored and constantly updated. The updating is done by randomly picking up a stored configuration and replacing it by the current one with probability $\delta t p_r$. After a relaxation time $t_r$, the averages are computed over a time $t_{av}$.

The characteristic relaxation time is always short for epidemics on random networks due to the very small average shortest path [3]. The averaging time, on the other hand, must be large enough to guaranty that epidemics over the whole network was suitably averaged. It means that very long times are required for very low QS density (sub-critical phase in phase transition jargon) whereas relatively short times are sufficient for high density states. Notice that the simulation time step becomes tiny for a very supercritical system (large number of infected vertices) and a huge number of configurations are visited during a time interval $\delta t = 1$.

Both equilibrium and non-equilibrium critical phenomena are hallmarked by simultaneously diverging correlation length and correlation time which microscopically reflect divergences of the spatial and temporal fluctuations [33], respectively. Even tough a diverging correlation length has little sense on complex networks due to the small-world property [106], the diverging fluctuation concept is still applicable. We used different criteria to determine the thresholds, relied on the fluctuations or singularities of the order parameters.

The QS probability $\bar{P}_n$, defined as the probability that the system has $n$ occupied vertices in the QS regime, is computed during the averaging time and basic QS quantities, as lifespan and density of infected vertices, are derived from $\bar{P}_n$. Indeed, we have that $\rho = \frac{1}{N} \sum_n \bar{P}_n$ and $\tau = 1/\bar{P}_1$ [51].
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Thus, thresholds for finite networks can be determined using the modified susceptibility

\[ \chi \equiv \frac{\langle n^2 \rangle - \langle n \rangle^2}{\langle n \rangle} = \frac{N(\langle \rho^2 \rangle - \langle \rho \rangle^2)}{\langle \rho \rangle}, \]

that does exhibit a pronounced divergence at the transition point for SIS [15,36,39] and contact process [46,47] models on networks. The choice of the alternative definition, Eq. (3.43), instead of the standard susceptibility \( \tilde{\chi} = N(\langle \rho^2 \rangle - \langle \rho^2 \rangle) \) [85] is due to the peculiarities of dynamical processes on complex networks. For example, as shown in section 3.5, the QS probability distribution at the transition point for the CP on heterogeneous networks has the analytically known form [41]

\[ \bar{P}_n = \frac{1}{\sqrt{\Omega}} f \left( \frac{N}{\sqrt{\Omega}} \right), \]

where \( \Omega = N/g, \ g = \langle k^2 \rangle / \langle k \rangle^2 \) and \( f(x) \) is a scaling function independent of the degree distribution. It is easy to show [100] that \( \langle n^l \rangle \sim \sqrt{\Omega^l} \), leading to \( \chi \sim \sqrt{\Omega} \) and \( \tilde{\chi} \sim \Omega/N \sim g^{-1} \). Using the scaling properties of \( g \) [66],

\[ g \sim \begin{cases} \ k_c^{3-\gamma} = N^{(3-\gamma)/\omega} & \text{for } 2 < \gamma < 3 \\
\text{const.} & \text{for } \gamma > 3 \end{cases}, \]

for the cutoff scaling as \( k_c \sim N^{1/\omega} \), one concludes that, at \( \lambda = \lambda_c, \chi \sim N^\vartheta \) and \( \tilde{\chi} \sim N^{\vartheta'} \) where \( \vartheta = \min((\gamma - 3 + \omega)/2\omega, 1/2) > 0 \) and \( \vartheta' = \min((\gamma - 3)/\omega, 0) \leq 0 \). So, the susceptibility \( \chi \) always diverges at the transition point while \( \tilde{\chi} \) does not.

In a finite system of size \( N \), \( \chi \) shows a diverging peak at \( \lambda = \lambda_p^{QS}(N) \), providing a finite size approximation of the critical point. In the thermodynamic limit, \( \lambda_p^{QS}(N) \) approaches the true critical point with the scaling form [107]

\[ \lambda_p^{QS}(N) = \lambda_c + A_{QS}N^{-1/\nu}, \]

as we can see for the SIS model in Figure 3.4. The network was generated with the UCM model [27], where vertex degree is selected from a power-law distribution with a lower bound \( k_0 = 3 \).

It is expected that the QS state does not depend on the initial condition. Figure 3.5 shows a comparison of QS simulations for the same network with different initial densities \( \rho(0) = 10^{-3} \) to 0.50, randomly distributed. The results are completely independent of the initial condition.
Figure 3.4: Susceptibility curves against infection rate for $N = 10^3, 10^4, 10^5, 10^6$ and $10^7$ (from the right to the left) used to determine the thresholds in simulations (position of the peaks $\lambda_p$). The network parameters are $\gamma = 2.75$ and $k_0 = 3$.

Figure 3.5: Susceptibility versus infection rate for the SIS model on a single network with different fraction of initially infected vertices, which are randomly distributed in the network. The network parameters are $\gamma = 2.75$, $k_0 = 3$ and $N = 10^6$.

### 3.8.2 The Lifespan Method

The lifespan (LS) method proposed by Boguñá et. al. [16] is based on spreading simulations starting from a single occupied site. Each realization of the dynamical process is characterized by its lifespan and its coverage $C$, defined as the fraction of different sites which have been occupied at least once during the realization. In the thermodynamic limit realizations can have either finite or
infinite, according to whether they proceed below or above the critical point. Endemic realizations have an infinite lifetime and their coverage is equal to 1. Finite realizations have instead a finite lifetime and a vanishing coverage in the limit of diverging size.

In finite systems this distinction is blurred, since any realization is bound to end, reaching the absorbing state, although this can occur over long temporal scales. In practice, a realization is assumed as active whenever its coverage reaches a predefined threshold value $C_{th}$, which was generally taken equal to $C_{th} = 0.5^6$. Realizations ending before value $C = C_{th}$ is reached are considered to be finite.

In the LS method the role of the order parameter is played by the probability $\text{Prob}(\lambda - \lambda_c, N)$ that a run is long-term, while the role of susceptibility is played by the average lifetime of finite realizations $\langle \tau \rangle$. For small values of $\lambda$ all realizations are finite and have a very short duration $\tau$. As $\lambda$ grows the average duration of finite realizations increases, but for very large $\lambda$ almost all realizations are long-term, only very short realizations remaining finite. For this reason $\langle \tau \rangle$ exhibits a peak for a value $\lambda_p(N)$ depending on $N$ and converging to $\lambda_c$ in the thermodynamic limit, as

$$\lambda_p^{LS}(N) = \lambda_c + A_{LS}N^{-1/\nu_L}.$$  \hspace{1cm} (3.47)

![Figure 3.6: Lifespan curves versus infection rate for $N = 10^3, 10^4, 10^5, 10^6$ and $10^7$ (from the right to the left) used to determine the thresholds in simulations (position of the peaks $\lambda_p$). The network parameters are the same of Fig.3.4.](image)

We can then use the average lifespan to determine numerically the critical point, as shown in

---

$^6$The method is robust with respect to the coverage threshold (see Refs. [16,52,108]).
Figure 3.7: Size dependence of the $\lambda_p(L)$ estimates of the transition point for the quasi-stationary and lifespan methods. Dashed lines are non-linear regressions used to determine the critical point. The horizontal line marks the accepted best estimated value of the critical threshold [34].

Figure 3.6. In general, the method can be applied starting from any node of the network, however to minimize the fluctuations of $\tau(\lambda, N)$ close to the critical point, we start our simulations from the node with highest degree [16].

In order to show the feasibility of the LS method, I and collaborators, whose partnership was consolidated during my interuniversity exchange doctorate, reported results regarding the application of the lifespan method to the contact process in a $d = 1$ lattice of size $L$. In comparison with results from the quasi-stationary method, we showed that the new approach is reliable (see Fig. 3.7). This work can be found in Ref. [52].

The lifespan method is thus an alternative way to numerically studying systems with absorbing states, which complements more traditional techniques. However, this methods is not able to discern between localized and delocalized epidemic activity since lifetime and survival probabilities are used instead of densities. For example, the SIS model in heterogeneous substrates can exhibit a much more complex behavior with multiple phase transitions [109]. In this case, the applicability of LS method to determine a phase transition involving a real endemic phase has been debated [54,55,109]. This topic will be discussed in Chapter 6.
Chapter 4

Pair Approximation for the Contact Process on Complex Networks

After an intense discussion briefly summarized in section 3.5 [21,22,43,90,91], the HMF theory showed up as the best available approach to describe scaling exponents associated to the phase transition of the CP on networks [42]. However, some important questions remained unanswered. The transition point $\lambda_c = 1$ predicted by the HMF theory [43] does not reflect the dependence on the degree distribution observed in simulations [20,42,43]. Finally, sub-leading corrections to the finite-size scaling, undetected by the one-vertex HMF theory, are quantitatively relevant for the analysis of highly heterogeneous networks, for which deviations from the theoretical finite-size scaling exponents were reported [42].

Dynamical correlations is an important factor to ascertain the accuracy of the analytical results. The simplest way to explicitly consider dynamical correlations is by a pair-approximation [34] in which the dynamic of an individual is explicitly influenced by its nearest neighbors. In this chapter, we present a pair QMF and HMF approximations for the CP on heterogeneous networks. The transcendental equations given the transition points are derived. The numerical investigation of the thresholds and the comparison with quasi-stationary simulations are also presented. Finally, the critical exponents are analytically obtained and compared with simulations in pair HMF theory [46].

4.1 Pair QMF theory

To develop the pair QMF theory, let us introduce the following notation: $[A_i]$ is the probability that the vertex $i$ is in the state $A$; $[A_i,B_j]$ is probability that the vertices $i$ and $j$ are in states...
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A and B, respectively; \([A, B, C_k]\) is the extension to three vertices; and so forth. The infected state is represented by 1 and the susceptible one by 0. We also introduce the variables \(\rho_i = [1_i]\) and, consequently, \([0_i] = 1 - \rho_i\), \(\psi_{ij} = [1_i, 1_j]\), \(\omega_{ij} = [0_i, 0_j]\), \(\phi_{ij} = [0_i, 1_j]\), and \(\bar{\phi}_{ij} = [1_i, 0_j]\). Obviously we have that \(\psi_{ij} = \psi_{ji}\), \(\omega_{ij} = \omega_{ji}\), and \(\phi_{ij} = \bar{\phi}_{ji}\). Independently of the dynamical rules, the following closure relations can be derived from simple probabilistic reasoning:

\[
\begin{align*}
\psi_{ij} + \phi_{ij} &= \rho_j \\
\psi_{ij} + \bar{\phi}_{ij} &= \rho_i \\
\omega_{ij} + \phi_{ij} &= 1 - \rho_i \\
\omega_{ij} + \bar{\phi}_{ij} &= 1 - \rho_j.
\end{align*}
\] (4.1)

The dynamical equation for the probability that a vertex \(i\) is occupied in the CP model takes the form

\[
\frac{d\rho_i}{dt} = -\rho_i + \lambda \sum_{j \in N(i)} \frac{\phi_{ij}}{k_j},
\] (4.2)

where the sum runs over all nearest-neighbors of \(i\). The first term of Eq. (4.2) represents the spontaneous annihilation event and the second term reckons the creation in vertex \(i\) due to its nearest neighbors. This equation is exact but not analytical tractable in the present form due to the dependence on \(\phi_{ij}\).

The (exact) dynamical equation for \(\phi_{ij}\) in a pair of connected vertices is

\[
\frac{d\phi_{ij}}{dt} = -\phi_{ij} - \frac{\lambda \phi_{ij}}{k_j} + \psi_{ij} + \lambda \sum_{l \in N(j), l \neq i} \frac{[0_i, 0_j, 1_l]}{k_l} - \lambda \sum_{l \in N(i), l \neq j} \frac{[1_l, 0_i, 1_j]}{k_l}.
\] (4.3)

The first term represents the annihilation in vertex \(i\), the second includes the creation in vertex \(i\) due to the edge \((i, j)\) and the third is due to the annihilation of vertex \(j\). These terms represent the reactions inside the pair \((i, j)\) that create or destroy a configuration \([0_i, 1_j]\). The fourth and fifth terms represent changes due to the creation in vertices \(i\) and \(j\), respectively, due to all neighbors of \(i\) and \(j\) except the link \((i, j)\) itself, which is explicitly included in the second term.

Equations (4.2) and (4.3) cannot be solved due to the triplets. However, the dynamical equations for triplets will depend on quadruplets, and so forth. So, the hierarchy of clusters must be broken in some point to obtain an approximated solution. In the present work, we apply the standard
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Pair-approximation \([33,110]\)

\[
[A_i, B_j, C_l] \approx \frac{[A_i, B_j][B_j, C_l]}{[B_j]}
\] (4.4)

in equation (4.3) to obtain

\[
\frac{d\phi_{ij}}{dt} = -\phi_{ij} - \frac{\lambda \phi_{ij}}{k_j} + \psi_{ij} + \lambda \sum_l \omega_{ij} \phi_{jl} (A_{jl} - \delta_{il}) - \frac{\lambda \sum_l \phi_{il} \tilde{\phi}_{il} (A_{il} - \delta_{ij})}{(1 - \rho_j)k_l},
\] (4.5)

where the adjacency matrix was used to express the vertex neighborhood. Substituting closure relations [Eqs. (4.1)] in Eq. (4.5) and performing the linearization for \(\rho_i \approx 0\) and \(\phi_{ij} \approx 0\) one finds

\[
\frac{d\phi_{ij}}{dt} = \rho_j - \left(2 + \frac{\lambda}{k_i} + \frac{\lambda}{k_j}\right) \phi_{ij} + \frac{\lambda (\rho_j - \rho_i)}{k_i} + \lambda \sum_l \phi_{jl} A_{jl}.
\] (4.6)

The next step is to perform a quasi-static approximation for \(t \to \infty\), \(d\rho_i/dt \approx 0\) and \(d\phi_{ij}/dt \approx 0\), to find

\[
\phi_{ij} \approx \frac{2 \rho_j + (\rho_j - \rho_i) \frac{\Delta}{k_i}}{2 + \frac{\Delta}{k_i} + \frac{\Delta}{k_j}}.
\] (4.7)

which holds only slightly above the transition point and for long times.

Finally, we plug Eq. (4.7) in Eq. (4.2) to find

\[
\frac{d\rho_i}{dt} = -(1 + \lambda^2 \alpha_i) \rho_i + \lambda (2k_i + \lambda) \sum_j \frac{\rho_j A_{ij}}{2k_i k_j + \lambda (k_i + k_j)}
\] (4.8)

where the vertex-dependent quantity \(\alpha_i\) is defined as

\[
\alpha_i = \sum_j \frac{A_{ij}}{2k_i k_j + \lambda (k_i + k_j)}.
\]

Therefore, the critical point is obtained when the largest eigenvalue of the Jacobian matrix

\[
L_{ij} = -(1 + \lambda^2 \alpha_i) \delta_{ij} + \frac{\lambda (2k_i + \lambda) A_{ij}}{2k_i k_j + \lambda (k_i + k_j)}
\] (4.9)

is null. From a numerical viewpoint, it is more interesting to rewrite Eq. (4.9) as

\[
L_{ij} = -(1 + \lambda^2 \bar{\alpha}) \delta_{ij} + C_{ij}
\] (4.10)
where
\[ \bar{\alpha}(\lambda) = \frac{k_c}{2k_0^2 + 2\lambda k_0} \geq \alpha_i \] (4.11)
and
\[ C_{ij} = \lambda^2 (\bar{\alpha} - \alpha_i) \delta_{ij} + \frac{\lambda (2k_i + \lambda) A_{ij}}{2k_i k_j + \lambda (k_i + k_j)}. \] (4.12)

This choice of \( \bar{\alpha} \) implies that \( C_{ij} \) is positive semidefinite and irreducible (the network is connected)\(^1\) and, thus, Perron-Frobenius theorem [3] guarantees that the eigenvalue of \( C_{ij} \) is real positive and non-degenerate. Therefore, the transition point is given by the transcendent equation
\[ \Lambda_m(\lambda_c) = 1 + \lambda_c^2 \bar{\alpha}(\lambda_c), \] (4.13)
where \( \Lambda_m \) is the largest eigenvalue of \( C_{ij} \). A general analytical expression for \( \Lambda_m \) is not available but, in principle, it can be obtained numerically for any kind of network (section 4.3).

To check the consistency of the theory, we consider the random regular networks with degree \( m \). Using the property \( \sum_{j=1}^{N} A_{ij} = k_i \) [3] and the Perron-Frobenius theorem one easily shows that
\[ \bar{\alpha} = \frac{1}{2m + \lambda} \text{ and } \Lambda_m = \frac{\lambda (2m + \lambda)}{2m + 2\lambda} \] (4.14)
resulting in the transition point
\[ \lambda_c = \frac{m}{m - 1}, \] (4.15)
that is the same value yield by the simple homogeneous pair-approximation [34].

### 4.2 Pair HMF theory

We develop the pair HMF theory where the evolution of the system is given by the average behavior of vertices with the same degree. So, we introduce the notation similar to that of the section 4.1: \([A_k]\) is the probability that a vertex of degree \( k \) is in the state \( A \); \([A_k B_{k'}]\) is the probability that a vertex of degree \( k \) in state \( A \) is connected to a vertex of degree \( k' \) in state \( B \); \([A_k B_{k'} C_{k''}]\) is the generalization to three vertices such that the pairs \([A_k B_{k'}]\) and \([B_{k'} C_{k''}]\) are connected through a node of degree \( k' \) and so forth. An infected state is represented by 1 and an susceptible one by 0. The pair-approximation carried out hereafter uses the following notation: \([1_k] = \rho_k, [0_k] = 1 - \rho_k, [0_k 1_{k'}] = \phi_{kk'}, [1_k 0_{k'}] = \psi_{kk'}, [1_k 1_{k'}] = \psi_{kk'}, [0_k 0_{k'}] = \omega_{kk'} \). Obviously, we have that \( \psi_{kk'} = \psi_{k'k}, \omega_{kk'} = \omega_{k'k} \), and \( \phi_{kk'} = \phi_{k'k} \). Analogous to Eq. (4.1), the

\(^1\)We use the power method [111] to find the eigenvalue of largest absolute magnitude, that is always positive, in the case of a matrix with all elements non-negative such as the \( C_{ij} \).
following relations hold for any pair of vertices

$$
\begin{align*}
\psi_{kk'} + \phi_{kk'} &= \rho_{k'} \\
\psi_{kk'} + \tilde{\phi}_{kk'} &= \rho_{k} \\
\omega_{kk'} + \phi_{kk'} &= 1 - \rho_{k} \\
\omega_{kk'} + \tilde{\phi}_{kk'} &= 1 - \rho_{k'}. 
\end{align*}
$$

(4.16)

For CP the master equation for the probability that a vertex with degree $k$ is occupied takes the form

$$
\frac{d\rho_k}{dt} = -\rho_k + \lambda k \sum_{k'} \frac{\phi_{kk'}}{k'} P(k'|k).
$$

(4.17)

The first term of Eq. (4.17) represents the spontaneous annihilation and the second term reckons the creation in a vertex of degree $k$ due to its nearest neighbors. The dynamical equation for $\phi_{kk'}$ is

$$
\frac{d\phi_{kk'}}{dt} = -\phi_{kk'} - \lambda \frac{\phi_{kk'}}{k'} + \psi_{kk'} + \lambda(k' - 1) \sum_{k''} \frac{\phi_{kk''} P(k''|k')}{k''} - \lambda(k - 1) \sum_{k''} \frac{[1_{k''}0_k 1_{k'}] P(k''|k)}{k''}.
$$

(4.18)

The first term represents the annihilation in the vertex of degree $k'$, the second one includes the creation in the vertex of degree $k$ due to the connection with the neighbor of degree $k'$ and the third one is due to the annihilation of the vertex with degree $k$. These terms represent the reactions inside pairs with degrees $k$ and $k'$, that create or destroy a configuration $[0_k, 1_{k'}]$. The fourth and fifth terms represent changes due to creation in vertices with degree $k'$ and $k$, respectively, due to all their neighbors except the link between the vertices of the pair itself, which is explicitly included in the second term.

We now approximate the triplets in Eq. (4.18) with the same pair-approximation of Eq. (4.4)

$$
[A_k, B_{k'}, C_{k''}] \approx \frac{[A_k, B_{k'}][B_{k'}, C_{k''}]}{[B_{k'}]},
$$

(4.19)

to find

$$
\frac{d\phi_{kk'}}{dt} = -\phi_{kk'} - \lambda \frac{\phi_{kk'}}{k'} + \psi_{kk'} + \frac{\lambda(k' - 1)\omega_{kk'}}{1 - \rho_{k'}} \sum_{k''} \frac{\phi_{kk''} P(k''|k')}{k''} - \frac{\lambda(k - 1)\phi_{kk'}}{1 - \rho_k} \sum_{k''} \frac{\phi_{kk''} P(k''|k)}{k''}.
$$

(4.20)
Substituting Eqs. (4.16) in (4.20) and performing linearization and a quasi-static approximation, the Jacobian equivalent to Eq. (4.9) is

\[ L_{kk'} = -\delta_{kk'} + \frac{\lambda k (2k' - 1) P(k'|k)}{(2k' + \lambda) k'} = -\delta_{kk'} + C_{kk'}. \] (4.21)

Once again assuming degree-uncorrelated networks, \( P(k'|k) = k' P(k') / \langle k \rangle \), it is easy to check that \( u_k = k \) is an eigenvector of \( C_{kk'} \) with eigenvalue

\[ \Lambda = \frac{\lambda}{\langle k \rangle} \sum_{k'} \frac{(2k' - 1) P(k') k'}{(2k' + \lambda) k' P(k'}). \] (4.22)

Since \( C_{kk'} > 0 \) is irreducible (all compartments have non-null chance of being connected) and \( u_k > 0 \), the Perron-Frobenius theorem [3] warranties that \( \Lambda \) is the largest eigenvalue of \( C_{kk'} \). The transition point is, therefore, given by \(-1 + \Lambda = 0\) that results the transcendent equation

\[ \frac{\lambda_c}{\langle k \rangle} \sum_{k'} \frac{(2k' - 1) k' P(k')}{(2k' + \lambda_c) k' P(k')} = 1, \] (4.23)

that can be numerically solved for any kind of degree distribution (see section 4.3).

To check the consistency of the theory, we consider again the RRN, with \( P(k) = \delta_{k,m} \). One easily shows that the transition point is

\[ \lambda_c = \frac{m}{m - 1}, \] (4.24)

that is the same of the homogeneous and quenched pair-approximation. Simulations of CP on RRNs with \( m = 6 \) yield a critical point \( \lambda_c = 1.2155(1) \) [47], slightly above the pair-approximation prediction \( \lambda_c = 1.2 \).

### 4.3 Threshold for arbitrary random networks

In this section, we compare the thresholds given pair-approximation theories with simulations of the CP dynamics on random networks generated by the UCM model [27], with minimum degree \( k_0 = 3 \) and structural cutoff \( k_c = N^{1/2} \). The choice of a UCM network is suitable for comparison with the HMF theory where the simplification related to uncorrelated degrees is adopted. We also investigated networks with \( k_0 = 6 \) to compare with the results of Ref. [42] and to remark the improvement of the present theory. Networks of sizes up to \( N = 10^7 \) and degree exponents \( \gamma = 2.3, 2.5, 2.7, 3.0 \) and \( 3.5 \) were analyzed. The transition points in pair QMF [Eq. (4.13)] theory...
are slightly below those in pair HMF theory [Eq. (4.23)], but they are very close (see Fig. 4.1 and Table 4.1).

![Figure 4.1: Thresholds versus network size for the CP on UCM networks with degree exponents (a) $\gamma = 2.30$ and (b) $\gamma = 3.0$ and $k_0 = 3$ obtained in both pair mean-field theories. Dashed lines are non-linear regressions used to extrapolate the infinite-size limit of the thresholds.](image)

Therefore, from now on we will compare the simulation only with the numerical results of pair-HMF theory. The thresholds were determined for each network realization and averages done over 10 independent networks. Sample-to-sample fluctuations of the threshold positions become very small for large networks. The thresholds against network sizes for two degree exponents are shown in Fig. 4.2.

We performed simulations of CP dynamics using the standard scheme explained in section 3.7.2 and the QS simulation method [51]. The transition point for finite networks was determined using the modified susceptibility (see section 3.8.1).

Typical susceptibility versus $\lambda$ curves are shown in Fig. 4.3. The peak positions shift leftwards converging to a finite threshold as network size increases. Notice that the larger the degree exponent the narrower the susceptibility curves and the faster the convergence to the asymptotic threshold. The infinite-size threshold $\lambda^*_c$ is estimated in QS simulations as well as in the mean-field theories using an extrapolation

$$\lambda_c(N) = \lambda^*_c + a_1 N^{-b_1} (1 + a_2 N^{-b_2}). \quad (4.25)$$

As one can see in Fig. 4.2, the curves $\lambda_c$ vs. $N$ for different mean-field theories are only shifted indicating that the exponents $b_i$ are the same. They can be obtained using a continuous approximation

$$\langle k \rangle = \int_{k_0}^{k_c} kP(k)dk \simeq \frac{\gamma - 1}{\gamma - 2} k_0 \left[ 1 - \left( \frac{k_c}{k_0} \right)^{2-\gamma} \right] \quad (4.26)$$

in Eq. (4.31) to obtain $b_1 = b_2 = (\gamma - 2)/\omega$ for $k_c \sim N^{1/\omega}$, where $\omega = \max(2, \gamma - 1)$ for UCM.
networks [27].

The exponents \( b_i \) in QS simulations differ from those of the mean-field theories. They can be analytically estimated using the scaling theory presented in Refs. [40,41] and revised in section 3.5, where it was showed that the QS density at the transition point scales as

\[
\bar{\rho}(\lambda_c) \sim (gN)^{-1/2}
\]  

(4.27) while above it

\[
\bar{\rho} \sim (\lambda - \lambda_c)^{\beta},
\]  

(4.28) where \( \beta = \max[1, 1/(\gamma - 2)] \) [40]. These scaling laws are confirmed in the pair HMF theory developed in section 4.4. Assuming that both scaling laws hold at \( \lambda_p \) one obtains

\[
\lambda_p - \lambda_c \sim (gN)^{-1/2\beta}.
\]  

(4.29)
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Figure 4.3: Susceptibility versus creation rate for $\gamma = 2.30$ (leftmost group) and $\gamma = 3.50$ (rightmost group), $k_0 = 3$ (left) and $k_0 = 6$ (right). The network sizes are $N = 10^4, 3 \times 10^4, 10^5, 3 \times 10^5, 10^6, 3 \times 10^7, 10^7$, increasing from the right. Dashed lines are the extrapolations of the peak position for $N \to \infty$.

Using again the continuous approximation to compute $g$ and neglecting higher order terms one finds

$$g = C_\gamma \times \begin{cases} 
\xi^{3-\gamma} [1 + \xi^{2-\gamma} + \cdots] & \gamma < 3 \\
1 - \xi^{3-\gamma} + \cdots & \gamma > 3
\end{cases}$$

(4.30)

where, $\xi \equiv k_c/k_0$, $C_\gamma = |(\gamma - 2)/(3 - \gamma)(\gamma - 1)|$ and a logarithmic dependence is found for $\gamma = 3$. Upon substitution of $g$ in Eq. (4.29), the exponents $b_1 = (\gamma - 2)(3 + \omega - \gamma)/2\omega$ and $b_2 = (\gamma - 2)/\omega$ for $\gamma < 3$ while $b_1 = 1/2$ and $b_2 = (\gamma - 3)/\omega$ for $\gamma > 3$ and $k_c \sim N^{1/\omega}$ are found.

We performed non-linear regressions using Eq. (4.25) with $\lambda_c^*$, $a_1$ and $a_2$ free and fixing $b_i$ according to the theoretical corrections. Excellent fits were obtained, as can be seen in Fig. 4.2 and the numerical estimates of $\lambda_c^*$ are shown in table 4.1. As expected, both PQMF and PHMF theories are very good improvements when compared to the one-vertex approximation $\lambda_c = 1$.

However it was observed, for some values of $\gamma$, a better accordance between simulations and the heuristic homogeneous pair-approximation (HPA)$^2$, as can seen in Fig. 4.2. It is an intriguing result since heterogeneity is expected to play some important role in dynamical correlations even for degree distributions without a heavy tail as in the case $\gamma > 3$.

The puzzle behind this apparent paradox is that cluster approximations underestimate the real threshold and the convergence is expected only in the limit of large cluster approximations. A homogeneous triplet approximation (HTA) for the CP on unclustered networks yields the threshold

$$\lambda_c = \frac{\langle k \rangle}{\langle k \rangle - 1}.$$  

(4.31)

$^2$In HPA the fixed vertex degree is replaced by the average degree of the network and the thresholds obtained is [20,42]
Table 4.1: Transition points of the contact process on UCM networks with different degree exponents, minimum vertex degree $k_0 = 3$ and structural cutoff $k_c = N^{1/2}$ for both mean-field theories and QS simulations ($\lambda_p$). Number in parenthesis are uncertainties in the last digit. The values obtained for $k_0 = 6$ have smaller uncertainties than for $k_0 = 3$. Acronyms: Pair quenched mean-field (PQMF); Pair heterogeneous mean-field (PHMF); Homogeneous pair approximation (HPA); Homogeneous triplet approximation (HTA).

\[
\lambda_c = \frac{\langle k \rangle + 2 \sqrt{\langle k \rangle^2 - \langle k \rangle}}{3 \langle k \rangle - 4}.
\] (4.32)

Comparing this approximation with simulations, figure 4.2, one sees that HTA thresholds are, as expected, higher than the HPA ones but overestimate the simulation thresholds for all investigated networks. This result shows that the homogeneous cluster approximations will converge to a threshold above the correct one and they are, in principle, not applicable to the CP dynamics on heterogeneous networks as previously done [20,42]. The proximity between HPA theory and simulations is therefore just a coincidence.

### 4.4 Critical exponents

In this section, the critical exponents of the CP in the pair HMF theory are derived and compared with results of QS simulations.

#### 4.4.1 Critical exponents in the pair HMF theory for infinite networks

It is well known that cluster approximations of higher orders improve the critical point estimates but does not change the critical exponents in lattice systems [85]. As expected, the pair HMF theory for the CP yields the same scaling exponents as the one-vertex approximation [21,40,41], changing only the amplitudes and the finite-size corrections to the scaling as we will show in this section.

In a pair level, the scaling exponents associated to the absorbing state phase transition can be derived from Eqs. (4.17) and (4.18) keeping terms up to second order. Assuming again uncorrelated
networks, the dynamical equations become

\[
\frac{d\rho_k}{dt} = -\rho_k + \frac{\lambda k}{\langle k \rangle} \sum_{k'} \phi_{kk'} P(k') \tag{4.33}
\]

and

\[
\frac{d\phi_{kk'}}{dt} = -\phi_{kk'} - \frac{\lambda}{k'} \phi_{kk'} + \frac{\lambda (k' - 1)}{\langle k \rangle} \left(1 + \rho_{k'} - \rho_k - \phi_{kk'}\right) \sum_{k''} \phi_{k'k''} P(k'') - \frac{\lambda (k - 1)}{\langle k \rangle} \phi_{kk'} \sum_{k''} \phi_{kk''} P(k'') + O(3). \tag{4.34}
\]

The quasi-static approximation with \(d\rho_k/dt \approx 0\) and \(d\phi_{kk'}/dt \approx 0\) leads to

\[
\phi_{kk'} = \frac{2k' - 1}{2k' + \lambda} \rho_{k'} \left\{ 1 + \frac{(\lambda + 1)(k' - 1)}{(2k' - 1)(2k' + \lambda)} \rho_{k'} - \frac{k' - 1}{2k' - 1} + \frac{k'(k - 1)}{k(2k' + \lambda)} \rho_k \right\} + O(3), \tag{4.35}
\]

which is inserted in Eq. (4.33) to result

\[
\frac{d\rho_k}{dt} = -\rho_k + \frac{\lambda k}{\langle k \rangle} \left[ \Theta_1 - \frac{\Theta_2 - \Theta_3}{\langle k \rangle} \rho_k \right] \tag{4.36}
\]

and, consequently, the stationary density

\[
\rho_k = \frac{\lambda k \Theta_1 / \langle k \rangle}{1 + \lambda k \Theta_2 / \langle k \rangle - \lambda \Theta_3 / \langle k \rangle}, \tag{4.37}
\]

where \(\Theta_i\) are given by

\[
\Theta_1 = \rho - (\lambda + 1) \sum_k \left[ \frac{P(k) \rho_k}{(2k + \lambda)} - \frac{P(k)(k - 1) \rho_k^2}{(2k + \lambda)^2} \right] = \frac{\rho}{A_1(\lambda)} + a_1(\lambda) \rho^2, \tag{4.38}
\]

\[
\Theta_2 = \rho - (\lambda + 1) \sum_k \frac{P(k)(3k + \lambda) \rho_k}{(2k + \lambda)^2} = \frac{A_2(\lambda)}{A_1(\lambda)} \rho + a_2(\lambda) \rho^2 + \ldots \tag{4.39}
\]

and

\[
\Theta_3 = \sum_k \frac{P(k)(2k - 1)k \rho_k}{(2k + \lambda)^2} = \frac{A_3(\lambda)}{A_1(\lambda)} \rho + a_3(\lambda) \rho^2, \tag{4.40}
\]

where \(\rho = \sum_k P(k) \rho_k\) while \(A_i\) are constants of order 1 given by

\[
A_1(\lambda) = 1 + \frac{\lambda(\lambda + 1)}{\langle k \rangle} \sum_k \frac{k P(k)}{2k + \lambda}, \tag{4.41}
\]
\[ A_2(\lambda) = 1 - \frac{\lambda(\lambda + 1)}{\langle k \rangle} \sum_k \frac{k^2 P(k)}{(2k + \lambda)^2} \]  

and 

\[ A_3(\lambda) = \frac{\lambda}{\langle k \rangle} \sum_k \frac{k^2(2k - 1)P(k)}{(2k + \lambda)^2}. \]  

The rightmost sides of Eqs. (4.38)-(4.40) were obtained using \( \Theta_i < \rho \) (the proofs of these bounds are simple) and Eq. (4.37) in a self-consistent approach [1]. The constants \( a_i \) are of order \( 1/\langle k \rangle^2 \) and their explicit forms are omitted.

Multiplying Eq. (4.36) by \( P(k) \) and summing over \( k \) \( (k_c \to \infty) \) one finds

\[ \frac{d\rho}{dt} = -\rho + \lambda \Theta_1 + \frac{\lambda \Theta_3 \rho}{\langle k \rangle} - \frac{\lambda \Theta_2}{\langle k \rangle} \langle k \rho_k \rangle \]  

where

\[ \langle k \rho_k \rangle = (\gamma - 1)k_0^{\gamma - 1} \psi_1 \int_{k_0}^{\infty} \frac{k^{-\gamma+2}}{1 + \psi k} dk = \frac{\gamma - 1}{\gamma - 2} \psi_1 F\left(1, \gamma - 2, \gamma - 1, -\frac{1}{\psi k_0}\right), \]  

\( \psi_i = \lambda \Theta_i / [\langle k \rangle - \lambda \Theta_3] \) and \( F(a, b, c, x) \) is the Gauss hypergeometric function [112]. Near to the critical point, \( \psi_i \ll 1 \), we can use the asymptotic form of \( F(a, b, c, x)^3 \) to finally find

\[ \frac{d\rho}{dt} = -\rho + \frac{\lambda}{\mathcal{A}_1} \rho - \tilde{\alpha}_1 \rho^2 - \tilde{\alpha}_2 \rho^{\gamma-1} + \cdots, \]  

where \( \tilde{\alpha}_i(\lambda), i = 1, 2, \) are positive parameters whose details are omitted for sake of conciseness.

The stationary density close to the transition point is given by

\[ \tilde{\alpha}_1 \bar{\rho} + \tilde{\alpha}_2 \bar{\rho}^{\gamma-2} \approx \frac{\lambda - \mathcal{A}_1}{\mathcal{A}_1}. \]  

An expansion around \( \lambda = \lambda_c \) yields

\[ \mathcal{A}_1(\lambda) = \lambda_c + (\lambda - \lambda_c) \mathcal{A}_1'(\lambda_c) + \cdots \]  

where the identity \( \lambda_c = \mathcal{A}_1(\lambda_c) \) comes from Eq. (4.23). Considering only the leading term in \( \rho \) one finds

\[ \bar{\rho} \sim (\lambda - \lambda_c)^\beta, \quad \beta = \max \left[1, \frac{1}{\gamma - 2}\right]. \]  

\[ F(a, b, c; x) = \frac{\Gamma(b - a)\Gamma(c)}{\Gamma(b)\Gamma(c - a)}(-x)^{-a} + \frac{\Gamma(a - b)\Gamma(c)}{\Gamma(a)\Gamma(c - b)}(-x)^{-b} + \cdots \quad x \to \infty \]  

\[ A_2(\lambda) = 1 - \frac{\lambda(\lambda + 1)}{\langle k \rangle} \sum_k \frac{k^2 P(k)}{(2k + \lambda)^2} \]  

\[ A_3(\lambda) = \frac{\lambda}{\langle k \rangle} \sum_k \frac{k^2(2k - 1)P(k)}{(2k + \lambda)^2}. \]
At the transition point \( \lambda = \lambda_c \), equation (4.47) becomes

\[
\frac{d\rho}{dt} = -\tilde{\alpha}_1 \rho^2 - \tilde{\alpha}_2 \rho^{\gamma-1},
\]

which yields \( \rho \sim t^{-\delta} \) where \( \delta = \beta = \max[1, 1/(\gamma - 2)] \). Finally, close to the critical point one can show that

\[
\rho - \bar{\rho} \sim \exp\left[-\left(\frac{\lambda - \mathcal{A}_1}{\mathcal{A}_1}\right) t\right]
\]

leading to a relaxation time scaling as

\[
\tau = \frac{\mathcal{A}_1}{\lambda - \mathcal{A}_1} \sim (\lambda - \lambda_c)^{-\nu_{\parallel}}
\]

with a \( \gamma \)-independent exponent \( \nu_{\parallel} = 1 \). The exponents \( (\beta, \delta, \nu_{\parallel}) \) obtained in this section are exactly the same as the one-vertex HMF theory [43].

### 4.4.2 Finite-size scaling critical exponents

Finite-size scaling exponents associated to the QS state can obtained using a mapping of the CP dynamics in a one-step process [93] as proposed in Ref. [21] and summarized in section 3.5. For finite-size systems the condition \( \rho k_c \ll 1 \) is applicable for long times and very close to the transition point. So, we approximate Eq. (4.37) by \( \rho k \simeq \lambda k \Theta_1 / \langle k \rangle \) which is inserted in Eq. (4.44) to find

\[
\frac{d\rho}{dt} = -\rho + \frac{\lambda}{\mathcal{A}_1} (1 - \tilde{g}\rho) \rho.
\]

Now, the factor \( \tilde{g} \) is given by

\[
\tilde{g} = \frac{\lambda \mathcal{A}_2 \langle k^2 \rangle}{\mathcal{A}_1 \langle k \rangle^2} - \mathcal{A}_1 a_1 - \frac{\mathcal{A}_3}{\langle k \rangle}.
\]

The first term proportional to \( \rho \) in Eq. (4.54) represents an annihilation \( n \to n - 1 \) whereas the second one a creation event \( n \to n + 1 \). In a mean-field level Eq. (4.54) represents a one-step process (see section 3.5) defined by a transition rate \( W(n, m) \) from a state with \( m \) to another with \( n \) particles given by

\[
W(m, n) = n \delta_{m, n-1} + \frac{\lambda}{\mathcal{A}_1} (1 - \tilde{g} \rho) n \delta_{m, n+1}.
\]

At the critical point, we have the additional simplification \( \lambda_c = \mathcal{A}_1 \) and the transition rate becomes equal to that of the one-step process associated to the CP dynamics in a one-vertex HMF theory [21], with the factor \( g = \langle k^2 \rangle / \langle k \rangle^2 \) replaced by \( \tilde{g} \), given by Eq. (4.55).

The factor \( \tilde{g} \) has exactly the same asymptotic scaling properties as the factor \( g \), which are given
by Eq. (3.45):
\[ \rho \sim (\tilde{g}N)^{-1/2} \quad \text{and} \quad \tau \sim (N/\tilde{g})^{1/2}, \]

therefore the same FSS exponents of the one-vertex HMF are obtained in pair HMF approximation (see section 3.5). The scaling laws \( \bar{\rho} \sim N^{-\nu} \) and \( \tau \sim N^\alpha \) with \( \nu = \max[(5 - \gamma)/2, 1/2] \) and \( \alpha = \max[(\gamma - 1)/4, 1/2] \) are obtained for UCM networks with a structural cutoff \( k_c \sim N^{1/2} \) [27]. Despite of the same asymptotic scaling, the sub-leading corrections in the new factor \( \tilde{g} \) are not negligible as one can see in Fig. 4.4.

<table>
<thead>
<tr>
<th>( k_0 )</th>
<th>( S_\nu )</th>
<th>( S_\alpha )</th>
<th>( S_\nu )</th>
<th>( S_\alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.50(1)</td>
<td>0.48(2)</td>
<td>0.50(1)</td>
<td>0.50(1)</td>
</tr>
<tr>
<td>2.5</td>
<td>0.51(2)</td>
<td>0.47(2)</td>
<td>0.50(1)</td>
<td>0.51(1)</td>
</tr>
<tr>
<td>2.7</td>
<td>0.51(2)</td>
<td>0.49(2)</td>
<td>0.50(1)</td>
<td>0.50(1)</td>
</tr>
<tr>
<td>3.0</td>
<td>0.51(2)</td>
<td>0.49(2)</td>
<td>0.50(1)</td>
<td>0.50(1)</td>
</tr>
<tr>
<td>3.5</td>
<td>0.51(2)</td>
<td>0.48(2)</td>
<td>0.51(1)</td>
<td>0.50(1)</td>
</tr>
</tbody>
</table>

Table 4.2: Critical exponents obtained in QS simulations of the CP on UCM networks with minimum degrees \( k_0 = 3 \) and \( k_0 = 6 \) and cutoff \( k_c = N^{1/2} \). The exponents were obtained in power law regressions \( \bar{\rho} \sim (\tilde{g}N)^{-S_\nu} \) and \( \tau \sim (N/\tilde{g})^{S_\alpha} \).

Figure 4.4: Ratios between the factor \( \tilde{g} \) and \( g \) obtained in pair HMF theory, Eq. (4.55) with \( \lambda = \lambda_c(N) \), and the factor \( g = \langle k^2 \rangle / \langle k \rangle^2 \) of the one-vertex HMF theory, for \( k_0 = 3 \).

Moreover, the finite-size corrections in the critical point position observed for pair HMF theory as well as in QS simulations (Fig. 4.2) suggest that we must compute the critical quantities at \( \lambda_p(N) \) and not \( \lambda_c^* \) as done previously done [42]. Figure 4.5 shows double-logarithmic plots for the FSS of the critical QS density and characteristic time following this strategy. For the wide range of degree exponents analyzed, the exponents obtained from power law regressions \( \bar{\rho} \sim (\tilde{g}N)^{-S_\nu} \) and
\( \tau \sim (N/\tilde{g})^{S_\alpha} \) are in remarkable agreement with the theoretical prediction \( S_\nu = S_\alpha = 1/2 \), as one can verify in table 4.2. Most importantly, the scaling laws hold for the entire range of investigated sizes in contrast with the analysis for a fixed \( \lambda = \lambda_p(N) \) and using the old factor \( g \), for which large deviations of the theoretical scaling laws are observed at small sizes, the more evident for more heterogeneous networks (\( \gamma \leq 2.5 \)) [42]. Noticeably, the exponent of the characteristic time for \( \gamma = 2.3 \) is in great agreement with the theory if factor \( \tilde{g} \) is used in contrast with a poor accordance observed for a similar degree exponent reported in Ref. [42]. It is worth stressing that the almost perfect match is found only if both factor \( \tilde{g} \) and corrections in \( \lambda_p(N) \) are used concomitantly. In particular, for the \( k_0 = 3 \) case the scaling laws obtained in simulations are not consistent with HMF if this strategy is not used. Thus, we filled a missing gap showing that the critical exponents as well the sub-leading corrections to the FSS are very accurately predicted by the pair HMF theory.
4.5 Summary and Discussion

The dynamics of the contact process on complex networks was investigated using pair mean-field theories. We compared the theoretical results with QS simulations. The pair HMF and QMF theories represent great improvements in relation to the corresponding one-vertex approaches. However, for a wide range of the degree distributions, a heuristic homogeneous pair approximation [20,42] is apparently more accurate than our heterogeneous theories. To unveil this contradiction we compared simulations results with a homogeneous triplet approximations that must be more accurate that pair-approximations. We observed, however, that the HTA theory overestimates the simulation thresholds showing that higher order cluster approximations [110] converge to the wrong critical point and, therefore, that the agreement between HPA and simulations is only a coincidence.

We have also determined the critical exponents in the pair HMF approach. For the infinite size limit the exponents are the same as the one-vertex theory, as expected. However, the finite-size corrections to the scaling obtained in the pair HMF theory allowed a remarkable agreement with QS simulations for all degree exponents (2.3 ≤ γ ≤ 3.5) and network sizes (10^3 ≤ N ≤ 10^7) investigated, suppressing a deviation observed for low degree exponents in the one-vertex HMF theory [42].

The present theoretical approaches (pair HMF and pair QMF) can be extended to other dynamical processes taking place on complex networks, for which pair approximations have exhibited great improvement in relation to one-site mean-field theories [17,20,42,100], for example, the SIS model, which will be shown in the next chapter. Our approach permits to explicitly derive analytical expressions whereas previous pair approximations for dynamical processes in complex networks [17,37] usually needs a numerical integration of the corresponding master equations that limits the analysis to relatively small systems.

As a prospect, it would be interesting to perform numerical integration of the pair dynamical equation in a non-perturbative analysis for a comparison with the non-perturbative HMF [113] and the general pair approximation for binary states [108,114].
Chapter 5

Pair Approximation for the SIS Model on Complex Networks

Although mean-field theories are a simplified description of models, it is expected that they correctly predicts the behavior of dynamical process on networks, due to its small-world property. However, dynamical correlations are not taken into account since the states of a node and its neighbors are considered independent. As explained before, one can consider dynamical correlations by means of a pair-approximation [34]. In this chapter, we investigated the role of dynamical correlations on the dynamic of the SIS epidemic model on different substrates [39].

5.1 Pair Quenched Mean-field Theory

In this section, we develop the pair QMF theory for the SIS model. Analytical expressions are presented for the random regular networks, star and wheel graphs. We also investigated large random networks with a power law degree distribution. The thresholds obtained in pair and one-vertex QMF theories have the same scaling with the system size but the pair QMF theory is quantitatively much more accurate than the one-vertex theory when compared with simulations.

5.1.1 Development of the pair approximation

Let us use the same notation of section 4.1.
The dynamical equation for the vertex $i$ is

$$\frac{d\rho_i}{dt} = -\rho_i + \lambda \sum_j \phi_{ij} A_{ij}, \quad (5.1)$$

where $A_{ij}$ is the adjacency matrix. Using a one-vertex approximation where the joint probability $\phi_{ij}$ is factorized as $\phi_{ij} \approx (1 - \rho_i)\rho_j$, one directly finds the threshold given by Eq. (3.8).

The dynamical equation for $\phi_{ij}$, considering a pair of connected vertices $(i,j)$, is given by

$$\frac{d\phi_{ij}}{dt} = -\phi_{ij} - \lambda \phi_{ij} + \psi_{ij} + \lambda \sum_{l \neq i} [0_i, 0_j, 1_l]A_{jl} - \lambda \sum_{l \neq j} [1_i, 0_i, 1_j]A_{il}. \quad (5.2)$$

Analogously to Eq. (4.3), the first three terms represents the reactions involving only the pair $(i,j)$, that can create or destroy the configuration $[0_i, 1_j]$: spontaneous annihilation events $[0_i, 1_j] \to [0_i, 0_j]$ and $[1_i, 1_j] \to [0_i, 1_j]$ and the creation in vertex $i$ due to $j$, $[0_i, 1_j] \to [1_i, 1_j]$. The third and fourth terms represent changes due to the interaction with the neighbors of $i$ and $j$, respectively, excluding the link $(i,j)$: creation events in $i$ or $j$ due another vertex $l$, represented by transitions $[1_l, 0_i, 1_j] \to [1_l, 1_i, 1_j]$ and $[0_i, 0_j, 1_l] \to [0_i, 1_j, 1_l]$, respectively, can also destroy/create a configuration $[0_i, 1_j]$.

We now approximate the triplets in Eq. (5.2) with a standard pair-approximation given by Eq. (4.4), to find

$$\frac{d\phi_{ij}}{dt} = -(1 + \lambda)\phi_{ij} + \psi_{ij} + \lambda \sum_l \omega_{ij} \phi_{jl} (A_{jl} - \delta_{il}) - \lambda \sum_l \phi_{ij} \bar{\phi}_{li} (A_{il} - \delta_{ij}). \quad (5.3)$$

We now perform a linear stability analysis in (5.3) around the fixed point $\rho_i = \phi_{ij} = \psi_{ij} = 0$ to find

$$\frac{d\phi_{ij}}{dt} = -(1 + \lambda)\phi_{ij} + \psi_{ij} + \lambda \sum_l \phi_{jl} (A_{jl} - \delta_{il}). \quad (5.4)$$

Performing a quasi-static approximation for $t \to \infty$, $d\rho_i/dt \approx 0$ and $d\phi_{ij}/dt \approx 0$, in Eqs. (5.1) and (5.4), respectively, one finds

$$\phi_{ij} \approx \frac{(2 + \lambda)\rho_j - \lambda\rho_i}{2 + 2\lambda}, \quad (5.5)$$

where the relations given by Eq. (4.1) were used to eliminate other dynamical variables. Substituting Eq. (5.5) in (5.1) one finds the Jacobian matrix

$$L_{ij} = -\left(1 + \frac{\lambda^2 k_i}{2\lambda + 2}\right) \delta_{ij} + \frac{\lambda(2 + \lambda)}{2\lambda + 2} A_{ij}. \quad (5.6)$$
As in the case of one-vertex QMF theory, the critical point is obtained when the largest eigenvalue of $L_{ij}$ is null. Equation (5.6) is the central result of this chapter. Even though we do not present a closed expression for the threshold in an arbitrary network, we have obtained analytical solutions of transition points for simple networks. These solutions are very important to test the consistency of the results and to unveil the basic mechanisms that sustain an epidemic phase [13,49]. For the general case, the critical point can be obtained solving Eq. (5.6) numerically, what is done in section 5.1.3.

An approach similar to ours was developed in Ref. [115], where a different approximation was used to split the joint probabilities in cluster approximation: $[A_iB_jC_k] \approx [A_i][B_j][C_k]$ instead of the standard pair approximation, Eq. (4.4), which has been generally accepted in the nonequilibrium statistical community as the most reliable approach [33].

### 5.1.2 Thresholds for Simple Networks

Let us start the investigation of Eq. (5.6) for a simple homogeneous network, the random regular network (RRN) illustrated in Fig. 5.1(a). In this network, all $N$ vertices have the same connectivity $m$, $P(k) = \delta_{km}$, while the connections are done at random, avoiding both self and multiple connections. The largest eigenvalue of $L_{ij}$ is given by

$$\Upsilon_m = - \left[ 1 + \frac{\lambda^2 m}{2\lambda + 2} \right] + \frac{\lambda(2 + \lambda)}{2\lambda + 2} m,$$

where we used the largest eigenvalue of the $A_{ij}$ given by $\Lambda_m = m$ [36]¹. The threshold is then

¹We can see that $v_i = 1$ is an eigenvector of the adjacency matrix $A$ with eigenvalue $m$. Applying the Perron-Frobenius theorem [3] once again, we conclude that the largest eigenvalue of $A$ is $m$. 

---

Figure 5.1: Simple graphs used to study SIS dynamics under pair QMF theory: (a) Random regular networks, (b) star and (c) wheel graphs.
obtained as
\[
\lambda_{c}^{pQMF} = \frac{1}{m - 1},
\] (5.8)
that corresponds to the threshold of a simple homogeneous pair approximation \[36\]. Actually, simulations of the SIS model on RRNs reported in Ref. \[36\] showed that the thresholds are, in fact, much closer to the homogeneous pair approximation than to the standard QMF theory, a fact captured by the pair QMF theory.

We performed simulations of the SIS model using the quasi-stationary method \[41,51\] described in section 3.8.1. The threshold in finite networks can be estimated using the peaks of the susceptibility \(\chi\) (see equation (3.43)).

\[\text{Figure 5.2: Susceptibility versus infection rate for SIS model on RRNs with fixed degree } m = 6. \text{Inset shows the positions of the peaks of the susceptibility against network size.}\]

Figure 5.2 shows the susceptibility against infection rate exhibiting a sharp peak that asymptotically converges to a position \(\lambda_c \simeq 0.2026\) that is only 1% above the theoretical value predicted by the pair QMF theory, \(\lambda_{c}^{pQMF} = 0.2\). So, the pair QMF theory improves a lot the estimate of the thresholds in relation to the simple QMF theory \(\lambda_{c}^{QMF} = 0.166\), which err approximately 22% the peak position for \(m = 6\). Moreover, the larger the vertex degree \(m\) the better the pair approximation. For \(m = 3\), the peak converges to \(\lambda_p = 0.5421\) that is relatively much farther from the pair QMF threshold, \(\lambda_{c}^{pQMF} = 0.5\), than in the case \(m = 6\). The better accuracy of the pair QMF theory for larger \(m\) is intuitive since the average distance among vertices decreases as the average degree increases making the mean-field premise a more credible hypothesis.

As an example of simple heterogeneous network, we consider star graph defined as a hub, \(i = 0\), connected to \(N\) leaves, \(i = 1, \ldots, N\), of degree \(k_i = 1\), as shown in Fig. 5.1(b). This structure
plays a central role in the SIS dynamics since several studies indicate that the epidemic activity may be sustained by the sub-graph composed by the most connected vertex and its neighborhood for networks with degree exponent $\gamma > 2.5$ [36,49,116]. As we will show later, star sub-graphs are responsible by multiple activation transition on scale-free networks. The adjacency matrix of a star graph is $A_{0i} = A_{i0} = 1$ for $i = 1 \ldots N$ and $A_{ij} = 0$, otherwise. Therefore, the elements of the Jacobian $L_{ij}$ are given by

$$L_{ii} = -1 - \frac{\lambda^2}{2\lambda + 2}[(N - 1)\delta_{i0} + 1]$$

(5.9)

for the diagonal and

$$L_{ij} = \frac{\lambda(2 + \lambda)}{(2\lambda + 2)}(\delta_{0i} + \delta_{0j})$$

(5.10)

for $i \neq j$. Thus, the eigenvalue equations for $L_{ij}$ are

$$-\left(1 + \frac{\lambda^2 N}{2\lambda + 2}\right)v_0 + \frac{\lambda(2 + \lambda)}{2\lambda + 2}\sum_{j=1}^{N} v_j = \Upsilon v_0$$

(5.11)

and

$$\left[\frac{\lambda(2 + \lambda)}{2\lambda + 2}\right] v_0 - \left(1 + \frac{\lambda^2}{2\lambda + 2}\right)v_i = \Upsilon v_i, \quad i = 1 \ldots N.$$  (5.12)

Isolating $v_i$ in Eq. (5.12) and substituting in Eq. (5.11), two different eigenvalues are obtained. Taking the largest one as zero, one obtains the threshold

$$\lambda_c = \frac{\sqrt{2N - 1} + 1}{N - 1} \approx \sqrt{\frac{2}{N}},$$

(5.13)

which is larger than the prediction of both the standard QMF theory, $\lambda_c^{qmf} = 1/\sqrt{N}$, and the pair approximation developed in Ref. [115], $\lambda_c \approx 1.37/\sqrt{N}$. Our result explains very well the pre-factor larger than 1 observed in simulations of the SIS model on star graphs [36].

Figure 5.3 shows the susceptibility against the infection rate exhibiting a rounded peak characteristic of SIS model on star graphs [36]. The inset of Fig. 5.3 compares the thresholds of the simple and the pair QMF theories with the positions of the susceptibility peaks for different network sizes. The last one is adopted as the real threshold of finite networks [36]. An excellent agreement between simulations and pair QMF results is obtained implying in a remarkable improvement in relation to the standard QMF approach. However, it is important to emphasize that the pair QMF is still an approximation and that a small discrepancy (less than 5%) is observed for the largest investigated system.

A wheel graph is defined as a regular chain of $N$ vertices and periodic boundary and a central vertex connected to all vertices of the chain, Fig. 5.1(c). This network is interesting in the context
Figure 5.3: Susceptibility versus infection rate for star graphs of different sizes. Inset compares the threshold predicted by one-vertex and pair QMF theories with the position of the peaks of the susceptibility.

of epidemic spreading due to high clustering coefficient $\langle c \rangle \rightarrow 2/3$ that contrasts with the null cluster coefficient of the star graph. Following steps similar to those performed for the star graph, one finds

$$\lambda_c = \sqrt{\frac{2}{N}} - \frac{3}{N} + O(N^{-3/2}).$$

(5.14)

This threshold is essentially the same obtained for the star graph, which was confirmed in simulations (see Fig. 5.4).

Triangles, characteristic of clustered networks, enhance dynamical correlations and, therefore, are expected to interfere in the thresholds of dynamical processes in general. So, the clustering-independence observed for wheel graphs must be a characteristic of transitions ruled by the star sub-graph centered at the most connected vertex [49].

### 5.1.3 Threshold for Heterogeneous Random Networks

For arbitrary random networks, the largest eigenvalue of Eq. (5.6) can be numerically determined [117]. We considered the UCM model [27] to generate networks with power-law degree distribution\(^2\) with minimal vertex degree fixed to $k_{min} = 3$ and a structural cutoff $k_c = N^{1/2}$ in the degree distribution to investigate SIS dynamics via both Eq. (5.6) and quasi-stationary simula-

\(^2\)To generate the degree distribution we used the improved rejection method provided in Ref. [117].
tions. It is known that fluctuations of the degree of the most connected vertex drastically change
the position of the threshold for $\gamma > 3$ [13]. Therefore, we did our analysis for networks with
$k_{\text{max}} \equiv \langle k_{\text{max}} \rangle$ [13,36], in order to have representative results from a single sample. Unconstrained
$k_{\text{max}}$ was investigated in chapter 6.

To implement the QS method, a list containing $M = 70$ configurations is stored and constantly
updated. The updating is done by randomly picking up a stored configuration and replacing it by
the current one with probability $p_r \Delta t$. We fixed $p_r \simeq 10^{-2}$ since no significant dependence on this
parameter was detected for a wide range of simulation parameters. We used $t_r = 10^5$ since the
relaxation time is short for epidemics on random network due its small-world property. However,
the averaging time must be large. We used averaging times from $10^5$ to $10^9$, being the larger the
average time the smaller the infection rate, since long times are computationally unapproachable
for highly infected QS states. It is important to notice that the QS method becomes expendable for
a large part of our simulations since the system never visits the absorbing state for the considered
simulation times.

For the range $2 < \gamma < 2.50$, the QMF and HMF theories are essentially equal [13] and both
theories agree with thresholds estimated from the peaks of the susceptibility curves [36]. We in-
vestigated networks with $\gamma = 2.25$ and verified that the pair QMF is very close to QMF and,
consequently, to HMF theories, being the pair QMF the one closer to the simulation results. Fig-
ure 5.5 compares the three theories with the peak of the susceptibility (top inset). One can see that

Figure 5.4: Susceptibility versus infection rate for wheel graphs of different sizes. Inset thresholds
versus network size predicted by one-vertex and pair QMF theories compared to the position of the
peaks of the susceptibility.
pair QMF theory fits better the thresholds for small networks (bottom inset).

![Figure 5.5: Thresholds versus network size for SIS model on UCM networks with degree exponent $\gamma = 2.25$. The top inset shows the susceptibility curves against infection rate for $N = 10^3, 10^4, 10^5, 10^6$, and $10^7$ (from the right to the left) used to determine the thresholds in simulations (position of the peaks $\lambda_p$). The bottom inset shows the difference between theoretical thresholds and the peaks in the susceptibility curves.](image)

Figure 5.5: Thresholds versus network size for SIS model on UCM networks with degree exponent $\gamma = 2.25$. The top inset shows the susceptibility curves against infection rate for $N = 10^3, 10^4, 10^5, 10^6$, and $10^7$ (from the right to the left) used to determine the thresholds in simulations (position of the peaks $\lambda_p$). The bottom inset shows the difference between theoretical thresholds and the peaks in the susceptibility curves.

Figure 5.6 shows the thresholds for $\gamma = 2.75$. In this case, the pair QMF consists in a great improvement in relation to the standard QMF (bottom inset of Fig. 5.6). The difference is less than 8% while standard QMF errs in approximately 30%. It was proposed that the star sub-graph composed by the most connected vertex and its neighbors is responsible by sustaining activity in random network with $\gamma > 2.5$ [49]. The threshold for the corresponding star sub-graph, $\lambda^\text{star}_c = \sqrt{2/k_{\text{max}}}$, is also included in Fig. 5.6. One can see that this threshold converges to the pair QMF as network increases confirming that the star sub-graph is actually the structure responsible by sustaining the epidemics activity$^3$. Notice that HMF theory does not capture the scaling of threshold against network size$^4$.

The most drastic differences among theories appear for $\gamma > 3$, as illustrated in Fig. 5.7 where we show the threshold against size for $\gamma = 3.50$. While HMF theory predicts a finite threshold, both simple and pair QMF theories yield asymptotically vanishing thresholds. The $\chi$ vs. $\lambda$ curves have a single sharp peak for small sizes but a secondary rounded peak at small $\lambda$ emerges for very large sizes. Such doubly peaked susceptibility was interpreted as the competition between two mechanisms triggering the epidemic spreading in the network: The activity in the star sub-graph

$^3$Later, we realized that the constraint of the UCM model $k \ll N^{1/2}$ forbids the emergence of outlier with $k \gg \langle k_{\text{max}} \rangle$ and this cutoff slows-down the convergence to the star sub-graph threshold.

$^4$Better agreement is obtained with pair HMF theory presented in section 5.2.
centered at most connected vertex against that in the most densely connected component of the network [36]. These competing mechanisms are also associated to the localization/delocalization of the epidemic activity in network [11]. The peaks at small $\lambda$ are well fitted by the pair QMF theory (less than 10% of difference against 40% for QMF theory). Notice that the threshold of the pair QMF theory quickly converges to that of a star sub-graph $\lambda_{c}^{\text{star}} = \sqrt{2/k_{\text{max}}}$. However, the peak at larger $\lambda$ was not captured in this theoretical approach. In fact, the susceptibility curves can exhibit multiple peaks as the value of $\lambda$ increases. Trying to find an explanation about this complex behavior of the SIS model on random networks with a power law degree distribution with $\gamma > 3$ was the main motivation for the next step of our research, which will be shown in the chapter 6.

5.2 Heterogeneous Pair Approximation

Our first motivation for develop a heterogeneous pair approximation stems from recent works have shown that the contact process running on the top of highly heterogeneous random networks is described by the heterogeneous mean-field theory (see chapter 4). Indeed, the pair HMF approach can be suited to dynamical processes on networks in general. Therefore we present in this section the pair HMF theory for the SIS model. This analytical result will be compared with simulations in the chapter 6.

We use the same notation of the section 4.2, but for the SIS model, the equation for the proba-
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Figure 5.7: Thresholds versus network size for the SIS model on random networks with degree exponent $\gamma = 3.50$. Inset shows the susceptibility curves against infection rate for different sizes (indicated near each curve) used to determine the thresholds (peaks) in simulations.

The probability that a vertex with degree $k$ is occupied takes the form

$$\frac{d\rho_k}{dt} = -\rho_k + \lambda k \sum_{k'} \phi_{kk'} P(k'|k),$$

(5.15)

where the conditional probability $P(k'|k)$, which gives the probability that a vertex of degree $k$ is connected to a vertex of degree $k'$, weighs the connectivity between compartments of degrees $k$ and $k'$. The dynamical equation for $\phi_{kk'}$ is

$$\frac{d\phi_{kk'}}{dt} = -\phi_{kk'} - \lambda \phi_{kk'} k' + \psi_{kk'} + \lambda(k' - 1) \sum_{k''} [0_k 0_{k'} 1_{k''}] P(k''|k')$$

$$- \lambda(k - 1) \sum_{k''} [1_{k'} 0_k 1_{k''}] P(k''|k).$$

(5.16)

The one-vertex mean-field equation [Eq. (3.14)] is obtained factoring the joint probability $\phi_{kk'} \approx (1 - \rho_k)\rho_{k'}$ in Eq. (5.15). The factor $k' - 1$ preceding the first summation in Eq. (5.16) is due to the $k'$ neighbors of middle vertex except the link of the pair $[0_k 0_{k'}]$ (similarly for $k - 1$ preceding the second summation).
We now approximate the triplets in Eq. (5.16) with the pair-approximation of Eq. (4.19), to find

\[
\frac{d\phi_{kk'}}{dt} = -\phi_{kk'} - \lambda \phi_{kk'} + \psi_{kk'} + \frac{\lambda(k' - 1)\omega_{kk'}}{1 - \rho_k} \sum_{k''} \phi_{k'k''} P(k''|k') \\
- \frac{\lambda(k - 1)\phi_{kk'}}{1 - \rho_k} \sum_{k''} \phi_{kk''} P(k''|k).
\]  

(5.17)

Substituting the relations given by Eqs. (4.16) in (5.17) and performing a linearization around the fixed point \(\rho_k \approx 0\) and \(\phi_{kk'} \approx 0\), one finds

\[
\frac{d\phi_{kk'}}{dt} = -(2 + \lambda) \phi_{kk'} + \rho_{kk'} + \lambda(k' - 1) \sum_{k''} \phi_{k'k''} P(k''|k').
\]  

(5.18)

The next step is to perform a quasi-static approximation for \(t \to \infty\), in which \(d\rho_k/dt \approx 0\) and \(d\phi_{kk'}/dt \approx 0\),

\[
\phi_{kk'} = \frac{2k' - 1}{2k' + \lambda \rho_{kk'}},
\]  

(5.19)

considering uncorrelated random networks. Finally, we plug Eq. (5.19) in Eq. (5.15) to produce

\[
\frac{d\rho_k}{dt} = \sum_{k'} L_{kk'} \rho_{kk'},
\]  

(5.20)

where the Jacobian \(L_{kk'}\) is given by

\[
L_{kk'} = -\delta_{kk'} + \frac{\lambda k}{\langle k \rangle} \frac{(2k' - 1)}{(2 + \lambda)}
\]  

(5.21)

with \(\delta_{kk'}\) being the Kronecker delta symbol.

Again, the absorbing state is unstable when the largest eigenvalue of \(L_{kk'}\) is positive. Therefore, the critical point is obtained when the largest eigenvalue of the Jacobian matrix is null, thus obtaining:

\[
\lambda_c = \frac{\langle k \rangle}{\langle k^2 \rangle - \langle k \rangle}.
\]  

(5.22)

This threshold coincides with that of the susceptible-infected-recovered (SIR) model in a one-vertex HMF theory [1]. This results was recently proposed in Ref. [16] using heuristic arguments. They argued that, dynamical correlations, that are neglected in a one-vertex HMF theory, account for the fact that infected nodes have higher probability to be still infected. This means that, in the next step, this node can be considered immunized (recovered for a while). So, a better upper bound for the spreading of the disease is given by the HMF theory of the SIR model, that is exactly the threshold given by Eq. (5.22).
5.3 Summary and Discussion

In this chapter, we have investigated the epidemic spreading of the SIS model performing mean-field pair approximations, introducing the effects of dynamical correlations. Firstly, we proposed a theory that is an extension of the QMF theory [13,45] that includes the actual network connectivity. Analytical expressions for the epidemic thresholds are presented for some simple networks while the thresholds for the most interesting case of random networks with a power law degree distribution $P(k) \sim k^{-\gamma}$ are obtained from the numerical solution of an eigenvalue problem.

We compared our pair theory with the one-vertex QMF and HMF theories and with the peaks of susceptibility as a function of infection rate obtained in quasi-stationary simulations. We have shown that the thresholds in the pair QMF theory as a function of the network size scale as in the standard QMF theory. However, the pair QMF thresholds are quantitatively much closer to the simulation results than those of standard QMF.

Our theoretical approach represents an important advance in relation to other improvements of the QMF theory, which are that limited to small networks [37,115] whereas we were able to investigate networks as large as $N = 10^8$. Despite of the considerable improvement when compared to QMF theory, our approach is still an approximation. Certainly, a $n$-vertex theory with $n > 2$ should enhance the accuracy of the threshold determination. Also, the critical exponents associated to the transition of the SIS model are still an open problem in our approach.

The SIS dynamics was also investigated using a pair heterogeneous mean-field theory. The threshold of the SIS model in a pair HMF approximation coincides with that of the SIR model in a one-vertex HMF theory [1].

Finally, the present theoretical approaches can be applied to other important dynamical processes on complex networks as generalized voter models [118], sandpiles [119] as well as more sophisticated structures as multiscale and multiplex network [113,120].
Chapter 6

Multiple transitions of the SIS Model on Complex Networks

The existence/absence of finite epidemic thresholds involving an endemic phase of the susceptible-infected-susceptible (SIS) model on the top of scale-free (SF) networks with a degree distribution $P(k) \sim k^{-\gamma}$, where $\gamma$ is the degree exponent, has been target of a recent and intense investigation [11,13,15,16,36,38].

As discussed in section 3.6, for $\gamma < 3$, there exists a consensus for SIS thresholds: both HMF and QMF are equivalent and accurate for $\gamma < 2.5$ while QMF works better for $2.5 < \gamma < 3$ [36,39]. However, for $\gamma > 3$ the HMF theory predicts a finite threshold and the QMF theory states that the threshold vanishes for any value of $\gamma$ [13]. Moreover, the BCPS theory also points a vanishing epidemic threshold for $\gamma > 3$ [16].

As discussed in chapter 5 and firstly reported in Ref. [36], the SIS dynamics running on the top of scale-free networks with $\gamma > 3$ can exhibit more complex behavior than previously thought. Therefore, we performed extensive simulations to investigate this peculiarity for heterogeneous networks with $\gamma > 3$. We found that, in this case, the SIS dynamics can exhibit multiple transitions, with multiple thresholds, which are clearly resolved when the degree distribution presents outliers separated by large gaps. These gaps permits the formation of non directly connected domains centered on hubs with different connectivity and thus having distinct local activation thresholds. Thresholds consistent with those predicted by QMF, HMF and BCPS theories were found in our analysis. Moreover, our finds indicate that the vanishing thresholds, as those predicted by QMF [13] and BCPS theories [16], involve long-term but still localized epidemics rather than an endemic state, in which a finite fraction of the network has non-vanishing probability to be infected, in the thermodynamic limit. We propose that this localized long-term epidemics takes place in highly
connected domains involving hubs and their nearest-neighbors. Finally, our numerical results show a transition to the endemic state occurring at a finite threshold, which intriguingly is qualitatively well described by the classic and simpler HMF theory [44,95]. This chapter corresponds to our original results of the Ref [109].

6.1 Details of the simulation implementations

We implement the SIS model using the standard simulation scheme and the QS method (see sections 3.7.1 and 3.8.1) with the same parameters described in chapter 5. However, reference [16] claimed that the QS method is unreliable for networks with degree exponents $\gamma > 3$ and proposed a new simulation strategy, which is referred here as lifespan simulation method. In order to draw a comparison with the QS method, we implemented the LS method exactly as in Ref. [16] and explained in section 3.8.2.

We applied both methods to the SIS model on UCM networks with $\gamma = 3.50$, minimum degree $k_0 = 3$, and upper cutoff $k_{\text{max}} = \langle k_{\text{max}} \rangle$, to compare with the results of Ref. [16]. The constraint $k_{\text{max}} = \langle k_{\text{max}} \rangle$ avoids fluctuations in the most connected vertex and, consequently, in the largest eigenvalue of the adjacency matrix and is useful for comparisons with the QMF theory [36]. We remark that the constraint $k_{\text{max}} = \langle k_{\text{max}} \rangle$ is only used in this comparison.

Figures 6.1(a) and (b) show the lifespan and susceptibility versus infection rate for networks of different sizes. Two-peaks on the susceptibility versus infection rate for SIS were firstly reported in the previous chapter where we focused on the analysis of the peak at low $\lambda$ and showed that it is well described by the pair QMF theory. The peak positions versus network size are compared in Fig 6.1(c). As can be clearly seen, the right susceptibility peaks are very close to the lifespan ones showing that the susceptibility method is able to capture the same transitions as the lifespan method does but going beyond as will be discussed hereafter.

It is worth do notice that, if larger values of $\lambda$ are simulated, other peaks will emerge in susceptibility curves even using the cutoff $k \leq \langle k_{\text{max}} \rangle$. These multiple peaks were not reported in previous works dealing with the same network model [16,36,39]. These multiple peaks were analyzed accurately and the results will be shown in this chapter.

Moreover, a lifespan can also be obtained in the QS method as [51] (see also section 3.8.1)

$$\tau_{qs} = \frac{1}{\bar{P}(1)},$$  \hspace{1cm} (6.1)

$\langle k_{\text{max}} \rangle$ is the analytically determined mean value of the most connected vertex $k_{\text{max}}$ of a random degree sequence with distribution $P(k)$ without upper bounds.
Figure 6.1: Numerical determination of the thresholds for the SIS model on UCM networks with $\gamma = 3.50$, $k_0 = 3$ and $k_{\text{max}} = \langle k_{\text{max}} \rangle$ for network sizes $N = 10^3, 10^4, 10^5, 10^6, 10^7, 3 \times 10^7, \text{ and } 10^8$, increasing from the right. The same network sample for each size was used in both methods. Both (a) lifespan calculated using the method of Ref. [16] and (b) susceptibility via QS method are shown in the top panels. (c) Peak positions as functions of the network size estimated with both methods.

We have checked that the lifespans obtained in the QS and LS methods diverge at the same threshold; the basic difference is that the former is “infinite” above the threshold whereas the latter remains finite.

We believe the lifespan method is indeed an alternative way to numerically study systems with absorbing states, which complements more traditional techniques, such as the quasistationary method. However, in heterogeneous substrates, we verified that the lifespan method predicts an epidemic threshold when an activity survives for long times, but there is no guaranty that it is necessarily an endemic phase (see figures 6.7 and 6.8 for a concrete counter-example). On the other hand, the QS analysis is able to simultaneously determine transitions involving endemic as well as localized states and the one involving a diverging lifespan is resolved using Eq. (6.1). So, we conclude that the LS method must not be used alone in systems with multiple transitions since it captures the first transition with a long-term activity.
6. Multiple transitions of the SIS epidemic model on complex networks

6.2 Thresholds for random networks with $\gamma > 3$

As previously explained, we have found two-peaks on the susceptibility versus infection rate for SIS model. In a previous work we focused on the analysis of the peak at low $\lambda$ and showed that it is well described by the pair QMF theory but did not realize that the peak at higher $\lambda$ is the one associated to a diverging lifespan (Fig. 6.1). However, depending on the network realization, the susceptibility curves can exhibit much more complex behaviors with multiple peaks for values of $\lambda$ larger than those reported in Refs. [36,39]. These complex behaviors become very frequent for large networks. From now on, we scrutinize such a complex behavior to unveil its origin and implications to the epidemic activity.

Figure 6.2(a) shows a typical susceptibility curve (black) exhibiting such a complex behavior for an UCM network. The degree distribution is shown in Fig. 6.2(d). Multiple peaks are observed only if the degree distribution exhibits large gaps, in particular in the tails. These few vertices with degree $k \gg \langle k_{max} \rangle$, where $k_{max}$ is the maximum value obtained in the generation of $N$ random variables with distribution $P(k)$, are hereafter called outliers. Notice that these multiple peaks were not detected by the lifespan simulation method [16]. The role played by outliers is evidenced by their immunizations\(^2\) as illustrated in Fig. 6.2. For instance, the immunization of three most connected vertices is sufficient to destroy two peaks and to enhance others. The stationary density varies abruptly close to the thresholds determined via susceptibility peaks, Figs. 6.2(b) and (c), which is an evidence of the singular behavior of the order parameter $\rho$.

The presence of gaps is a characteristic of large degree sequences with a power law distribution. The statistical representativity of specific properties of a finite set of networks, generated under the same conditions, in relation to the entire ensemble is a complex issue [35], but the existence of gaps can be understood with a simple non-rigorous reasoning. Using extreme value theory one can show that the most connected vertex has an average $\langle k_{max} \rangle \sim N^{1/(\gamma-1)}$ [36]. However, this mean value is not representative of the highest degree since the dispersion $\sigma_{max} = \sqrt{k_{max}^2 - \langle k_{max} \rangle^2}$ diverges as\(^3\) $\sigma_{max} \sim N^{1/(\gamma-1)}$ for $\gamma > 3$. Outliers should behave in this same way and therefore we expect larger dispersion in outlier connectivity as network size increases.

It is interesting to observe that while the peaks at small $\lambda$ can or not appear depending on the presence of outliers and the gaps, the rightmost one essentially does not change its position from a network realization to another, such that it should depend on network properties representative of the entire ensemble of networks with a specified set of parameters. Indeed, later we will see that the behavior of the rightmost peak is described by the HMF threshold which depends only on $\langle k^2 \rangle$.

\(^2\)Immunized vertices cannot be infected, which is equivalent to remove them from the network.

\(^3\)This result can be derived using the same steps to obtain $\langle k_{max} \rangle$ in Ref. [36].
Figure 6.2: (a) Susceptibility, (b) stationary density and (c) its logarithmic derivative versus infection rate for a SF networks with $3 \times 10^7$ vertices, degree exponent $\gamma = 3.5$, minimum degree $k_0 = 3$ and $k_{\text{max}}$ unconstrained. The degree distribution is shown in panel (d). Different immunization strategies are shown: Black circles represent no immunization; red squares represent the immunization of three largest outliers (inner box in panel (d)); blue triangles represent the immunization of eight most connected vertices (outer box in panel (d)).

A deeper physical explanation for the multiple peaks can be extracted using another order parameter in the QS state, the participation ratio (PR), defined as

$$\Phi = \frac{1}{N} \frac{(\sum_i \rho_i)^2}{\sum_i \rho_i^2}, \quad (6.2)$$

where $\rho_i$ is the probability that the vertex $i$ is infected in the stationary state. The inverse of the PR is a standard measure for localization/delocalization of states in condensed matter [121] and has been applied to statistical physics problems [122] including epidemic spreading on networks [11, 14, 123]. The limiting cases of totally delocalized ($\rho_i = \rho \ \forall \ i$) and localized ($\rho_i = \rho \delta_{i,0}$) states, where $0$ is the vertex where localization occurs, are $\Phi = 1$ and $\Phi = 1/N$, respectively.

The PR as a function of the infection rate is shown in Fig. 6.3. The PR is an estimate of the fraction of vertices that effectively contribute to the present epidemic activity. Thus, the multiple transitions are related to the rapid delocalization process of the epidemics as $\lambda$ increases, hall-
marked by the singular behavior of $\Phi$ around distinct values of $\lambda$. When the PR corresponds to a finite fraction of the network in an active phase one has an authentic endemic state, since a finite fraction of nodes has a non-vanishing probability of being infected.

The logarithmic derivative of the PR exhibits several peaks in analogy to susceptibility peaks, as shown in the inset of Fig. 6.3. Indeed, PR can be seen as a susceptibility but from an origin different of $\chi$. The latter is a measure of stochastic fluctuations of the order parameter (density of infected vertices) whereas the former is a measure of stationary spatial fluctuations that make sense only for heterogeneous substrates.

The PR versus network size for a fixed distance to either $\lambda_p^{ls}$ (the threshold marking the lifespan divergence) and $\lambda_p^{right}$ (the threshold referent to the rightmost peak observed for susceptibility) are shown in Fig. 6.4(a). In the considered size range, the PR decays as a power law. Analogous results are obtained for $\bar{\rho}$ vs $N$ curves [see Fig. 6.4(b)]. For a fixed distance to the lifespan peaks, the power-law fittings yield approximately $\Phi \sim N^{-0.8}$ and $N^{-1}$ for $\gamma = 3.5$ and $4$, respectively, $\rho \sim N^{-0.8}$ for both $\gamma = 3.5$ and $4$. These decays constitute a strong evidence for epidemics localization at $\lambda \gtrsim \lambda_p^{ls}$ whereas the constant dependence on $N$ observed for $\lambda \gtrsim \lambda_p^{right}$ surely represents an endemic phase\(^4\).

![Figure 6.3: Main: PR as a function of the infection rate for the same networks and immunization strategies shown in Fig. 6.2. Symbols as in Fig. 6.2. Inset: Logarithmic derivative of the PR as a function of the infection rate.](image)

Figure 6.5 shows the positions $\lambda_p^{left}$ (the leftmost peak), $\lambda_p^{right}$ and $\lambda_p^{ls}$ against the network size. One can see that $\lambda_p^{right}$ reaches a constant value for large $N$ whereas the other ones neatly decays

---

\(^4\)Notice that a scaling $\bar{\rho} \sim (\lambda - \lambda_p)^{\beta}$, independent of the size, is expected for an usual endemic phase transition in the thermodynamic limit [33].
with \( N \). In a nutshell, our results show that the case \( \gamma > 3 \) may concomitantly exhibit transitions predicted by three competing mean-field theories: (i) At \( \lambda = \lambda_{p}^{\text{left}} \), one has a transition to an epidemics highly concentrated at the star subgraph containing the most connected vertex and its nearest neighbors. The threshold dependence on the network size is very well described by QMF theories \([13,36,39]\). (ii) At \( \lambda = \lambda_{p}^{\text{ls}} \), a transition with a threshold described by the BCPS theory \([16]\) is observed but, our simulations indicate that it is not endemic since \( \rho \) decays with \( N \) above this threshold. Notice that the threshold \( \lambda_{p}^{\text{ls}} \) decays with \( N \) much slower than \( \lambda_{p}^{\text{left}} \). This interval is characterized by the mutual activation of stars sub-graphs centered on the outliers by means of reinfection mechanism proposed in the BCSP theory \([14]\). (iii) For \( \lambda = \lambda_{p}^{\text{right}} \), a transition involving an authentic endemic phase with a finite threshold is observed as formerly, and now surprisingly, predicted by the HMF theory \([44]\). Here, the bulk of the network acts collectively in the epidemic spreading through the whole network characterizing a real phase transition.

The coexistence of localized and endemic transitions in a same network can be explained in a double random regular network (DRRN), Fig. 6.6. These networks are formed by two random regular networks (see section 5.1.2) of sizes \( N_1 \) and \( N_2 = N_1^\alpha \) \( (\alpha < 1 \Rightarrow N_2/N_1 \to 0 \) in the thermodynamical limit) and degree \( m_1 \) and \( m_2 \), respectively, connected by a single edge. The DRRN has two epidemic thresholds corresponding to the activations of single RRNs. Choosing \( m_1 = 6 \) and \( m_2 = 4 \), the thresholds determined for single RRNs are \( \lambda_{c}^{(1)} = 0.31452 \) \( (m_1 = 4, \) present work) and \( \lambda_{c}^{(2)} = 0.2026 \) \( (m_2 = 6 \) \([47]\)). By construction, the former involves an endemic and the latter a localized phase transition since the smaller RRN constitutes itself a vanishing fraction of the whole network. Figure 6.6 shows the susceptibility plots for \( \alpha = 0.5 \) with peaks converging exactly to the expected thresholds of single RRNs as highlighted in Fig. 6.7(a) and (b).
Figure 6.5: Thresholds for SIS dynamics on SF networks with degree exponents $\gamma = 3.5$ (left) and $\gamma = 4.0$ (right). Averages were done over at least 5 samples. The results predicted by pair QMF [39] and pair HMF [46] theories are shown as dashed and dotted lines, respectively. Solid lines are power-law fittings. Averages were done over at least 5 samples for the statistics of the rightmost peak and at least 20 samples for lifespan and leftmost peaks.

As it is widely known, the mean-field theory for the finite-size scaling of the contact process, which in the case of strictly homogeneous networks is exactly the same as SIS model with a rescaled infection rate $\lambda/m$, predicts that the threshold approaches its asymptotic values as $\lambda_p - \lambda_c \sim S^{-1/2}$, where $S$ is the graph size (see section 4.3). So, the endemic threshold is expected to scale as $\lambda_p - \lambda_c^{(1)} \sim N_1^{-1/2} \sim N^{-1/2}$ and the localized one as $\lambda_p - \lambda_c^{(2)} \sim N_2^{-1/2} \sim N^{-\alpha/2}$. These power-laws are confirmed in Fig. 6.7(b). The lifespan curves, obtained using as initial condition only the most connected vertex infected (the one connecting sub-graphs), have single peaks that converge to the threshold corresponding to a localized epidemic. Interestingly this threshold follows the same scaling law as the left QS peak as shown in Figs. 6.7 and 6.8(a). The central point here is that the lifespan method detected the first threshold where the absorbing state becomes globally unstable (an exponentially long-term activity). However, in this case, this threshold is not the endemic one as shown in Fig. 6.8(b).

It is worth do notice that the QS simulations around the peaks are orders of DRRN model can be generalized to produce an arbitrary number of transitions providing a clearer analogy with multiple phase transitions observed for random networks with $\gamma > 3$.

An additional property can be derived for random networks with $\gamma > 3$: outliers have negligibly low probability to be connected to each other. Due to the absence of degree correlation, the probability that a vertex of degree $k$ is connected to an outlier of degree $k_{out}$ is given by $P(k|k_{out}) = kP(k)/\langle k \rangle$ [41] irrespective of outlier’s degree. Therefore the probability that an
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Figure 6.6: Left: Schematics of a double random regular network (DRRN). Right: Susceptibility versus infection rate for DRRNs with $m_1 = 4$, $m_2 = 6$, $\alpha = 1/2$ and different sizes. Dashed lines are thresholds predicted for DRRNs.

Outlier is connected to other outlier is given by

$$P_{\text{out}} \simeq \int_{k \geq \langle k_{\text{max}} \rangle} k P(k|k_{\text{out}}) dk \sim \langle k_{\text{max}} \rangle^{-\gamma+2},$$ (6.3)

which goes to zero for large networks permitting the emergence of non directly connected domains centered on the outliers. This result can be obtained rigorously using hidden variable theory [124].

We have now a simple physical explanation for multiple thresholds observed in SF networks with $\gamma > 3$ and its connection with the lifespan simulation method: The core containing the outliers plus its nearest neighbors form a subgraph with $N_2 \sim \sum_{k > \langle k_{\text{max}} \rangle} N P(k) k \sim N^{1/(\gamma-1)} \ll N$. This domain size diverges as network increases and is able to sustain a long-term epidemic activity, but still represents a vanishing fraction of the whole network. Above the activation of this domain but still below the endemnic phase, the epidemic is eventually transmitted to any other vertex of the network due to the small-world property, but this activity dies out quickly outside this core since there the process is locally sub-critical. However, all network vertices will be infected for some period since the active central core acts as a reservoir of infectiousness to the rest of the network.

Our conjecture is confirmed in Fig. 6.9 where SIS dynamics in a large network ($N = 3 \times 10^7$ vertices) is compared with dynamics restricted to either its core of outliers (7 most connected vertices) plus their nearest neighbors ($\approx 13200$ vertices) or to its outer shell excluding the core. The multiple peaks for the core are observed approximately at the same place as those for the whole network but the outer shell exhibits a single peak around $\lambda_{p,\text{right}}$. However, the lifespan determined via QS method (see section 3.8.1) diverges at $\lambda \approx \lambda_{p,ls}$ for both core and whole network whereas the divergence coincides with $\lambda_{p,\text{right}}$ for the outer shell.

\textsuperscript{5}To restrict the epidemics to the core we immunize the shell and vice-versa.
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Figure 6.7: Threshold analysis for DRRN with $\alpha = 1/2$, $m_1 = 4$, and $m_2 = 6$. (a) The thresholds estimated as the peaks in the susceptibility or lifespan curves. The dashed lines are thresholds obtained on single RRNs with the respective $m_i$. (b) Difference between peaks and the thresholds for single RRNs with $m = 4$ (lifespan and left susceptibility peaks) or $m = 6$ (right susceptibility peak).

We also analyzed the lifespan using the QS method, Eq. (6.1), for a fixed distance to both leftmost and lifespan peaks. For the investigated size range $N < 10^8$, the lifespan values are relatively short ($< 10^2$) and increase algebraically with system size in the interval $\lambda_p^{left} < \lambda < \lambda_p^{ls}$ while long and exponentially diverging lifespans, granting long-term activity for large networks [125], are obtained for $\lambda_p^{ls} < \lambda < \lambda_p^{right}$. The algebraic dependence for the former case is almost certainly a finite-size effect. We calculated the lifespan above the epidemic threshold for the SIS model on star graphs with $k$ leaves and an algebraic growth of the lifespan with $N$ is also obtained for $k < 2000$ which coincides with the range size of typical star subgraphs obtained for UCM networks investigated here. However, a crossover to an exponential growth is obtained for larger star graphs ($k > 10^4$) showing that this structure is itself able to sustain alone a long-term epidemic activity. So, if one could simulate the SIS model on much larger UCM networks ($N > 10^{12}$) the threshold $\lambda_p^{left}$ would define a transition to a localized but long-term epidemics and the lifespan method would detect the transition given the QMF theory which certainly involves localized phases.

Outliers play a central role even not being able to produce alone a genuine endemic phase where the whole network has a non-vanishing probability to be infected. To highlight such a role, we introduce a hard cutoff in the degree distribution as $k_{max} = k_0 N^{0.75/(\gamma - 1)}$, which suppresses the emergence of outliers as shown in Fig. 6.10(a). This choice is because random networks without a rigid upper bound have a highly fluctuating natural cutoff with an average value $\langle k_{max} \rangle \simeq k_0 N^{1/(\gamma - 1)}$ [66]. Fig. 6.10(b) compares the QS density for rigid and natural cutoffs. The
infectiousness for $\lambda < \lambda_c^{\text{endemic}}$ is highly reduced in the absence of outliers. The susceptibility no longer exhibits multiple peaks for a hard cutoff, as can be seen in Fig. 6.11(a), confirming the existence of a single transition. Also, the thresholds for hard cutoff networks are quite close to $\lambda_p^{\text{right}}$ obtained with the natural cutoff, as shown in Fig. 6.11(b). Such an observation is in agreement with the HMF theory where the thresholds for $\gamma > 3$ are asymptotically independent of how $k_c$ diverges [44,46].

6.3 Summary and Discussion

In summary, we extensively simulated the dynamics of the SIS epidemic model on complex networks with power law degree distributions with exponents $\gamma > 3$. For such networks conflicting theories discussing the existence or not of a finite epidemic threshold for the endemic phase have recently been proposed [11,13,15,16]. We show that the SIS dynamics can indeed exhibit several transitions associated to different epidemiological scenarios. Our simulations support a picture where the threshold obtained recently in the BCPS mean-field theory [16] represents a transition to localized epidemics and that the transition to an authentic endemic state, in which a finite fraction of network is infected, possibly occurs at a finite threshold as formerly and now surprisingly foreseen by the HMF theory [44,95]. The multiple transitions are associated to large gaps in the degree
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Figure 6.9: Susceptibility (top) and QS lifespan (bottom) versus infection rate for SIS dynamics on a network with $N = 3 \times 10^7$, $k_0 = 3$ and degree exponent $\gamma = 3.50$ restricted to different domains. The lifespan is considered infinite if greater than the averaging time $t_{av} = 10^7$.

Figure 6.10: (a) The tail of the degree distributions for networks with $\gamma = 4$, $k_0 = 3$, and $N = 10^8$ vertices and either rigid or natural cutoff. The curve for rigid cutoff was shifted to enhance visibility. (b) QS density versus infection rate for a network degree exponent $\gamma = 4.0$ using different cutoffs.

distribution with a few outliers, which permits the formation of non-directly connected domains of activity centered on these outliers. If the number of hubs is large, as in the case of SF networks with $\gamma < 3$, every vertex of the network is “near” to some hub and the activation of hubs implies in the activation of the whole network, as previously reported in [13, 19]. Our finds are consistent with
Figure 6.11: (a) Susceptibility curves for networks with rigid cutoff, \( k_0 = 3 \), \( N = 10^8 \) vertices and different degree exponents (symbols are the same used in panel (b)). (b) Threshold versus system size for rigid and natural cutoffs. The averages were done over at least 6 samples for rigid cutoff but error bars for rigid cutoff are smaller than symbols. Averages for natural cutoffs are the same as in Fig 6.5.

the conjecture proposed by Lee et al. [15] since the lifespans of independent domains involving outliers grow exponentially fast with the domain sizes implying that long-term epidemic activity is possible even in non-endemic phase. Our finds also do not rule out the QMF analysis of Goltsev et al [11]. The intermediary transitions can be associated to distinct localized eigenvectors that are centered on the outliers while the endemic threshold involves a delocalized eigenvector with a finite eigenvalue.

Our results are in consonance with a recent line of investigation, in which the topological disorder in networks with heterogeneous degree distribution may produce rare regions and Griffiths phases (GP) leading to anomalous behaviors in the subcritical phase [14,15,126,127]. Such anomaly is characterized by localized activity that survives for long times, even though the network is macroscopically absorbing. Very recently, the possibility of rare regions effects from pure topological disorder in the SIS dynamics on unweighted SF networks as well as multiple transitions were suggested in Ref. [96]. Our results may, thus, be a fingerprint of GPs. However, more detailed analyses are demanded for a conclusive relation. Also, very recently, multiple phase transitions were found in percolation problems on SF networks with high clustering [128] and on networks of networks [129]. In both cases transitions were hallmarked by multiple singular points in the order parameter in analogy with our results for epidemics.

Our final overview is that apparently competing mean-field theories [11,13,15,16,44,95] can be
considered, in fact, complementary, describing distinct transitions that may concomitantly emerge depending on the network structure. In particular, the transitions involving localized phases, as possibly the one predicted by the BCPS theory [16], are not necessarily negligible since they become long-term and an epidemic outbreak may eventually visit a finite fraction of the network. This peculiar result is unthinkable for other substrates rather than complex networks sharing the small-world and scale-free properties. Actually, it is well known that some computer viruses can survive for long periods (years) in a very low density (below $10^{-4}$) [8], exemplifying the importance of metastable non-endemic states.
Part III

Random Walks on Temporal Networks
Chapter 7

Random Walks on Activity Driven Temporal Networks

The random walk [84] is one of the simplest dynamical processes, although still underlying many realistic applications such as diffusion, searching, community detection and spreading dynamics. In the last years, empirical evidence pointing out the heterogeneous patterns of connections of many real systems has motivated a large amount of scientific work focusing on the properties of random walks in networks characterized by heavy-tailed degree distributions [12,130–134]. These studies provided a deeper understanding of diffusion processes on technological and social networks. However, such dynamic process can take a different, more complex turn when one considers the intrinsic time-varying, temporal nature of many real networks [56].

Even considering this simple process, the random walk, a time-varying substrate can induce very noticeable differences with respect to the behavior expected in static networks [24,29–32]. Particularly relevant in this sense is the analysis of the random walk behavior in activity driven networks [28], described in section 2.2.2.

In the Ref. [24], Perra et al. performed an analytical study of the random walk in this class of networks focusing on steady state, long time properties. These authors pointed out the striking differences imposed by a time-varying topology, with respect to a static one. In this chapter, we present a brief review of the main results presented in Ref. [24] since it is the starting point for our original study about slow dynamics and aging in random walks on temporal networks, that will be discussed in the chapter 8.
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7.1 Defining the model

The random walk process on time-varying network was defined as follows [24,29,30]: at each time step, the instantaneous network with $N$ disconnected nodes is generated and the walker diffuses for a time $\Delta t$. The walker in a vertex $i$ can jump to a vertex $j$ if they are connected in the time interval $\Delta t$. In the general case, the diffusion between $i$ and $j$ can occur either if the vertex $i$ is active and fires a link to the vertex $j$ or if the node $i$ receives a link from the active vertex $j$. At the next time $t + \Delta t$, all the edges are deleted and the process starts over again (see figure 7.1).

Note that the concurrent dynamics of the random walker and the network takes place with the same time scale, which introduces a feature not observed in the equivalent process in static networks: the walkers can get trapped temporally in isolated nodes. This means that the diffusive dynamic of the walkers depends on the local connectivity of each node.

![Figure 7.1: Random walk process on activity driven networks. Nodes active are shown in red and walkers in green. The edges connecting nodes are shown in dashed lines and solid red lines represent links used by walkers to jump from one vertex to another. Figure taken from Ref. [24].]

7.2 Heterogeneous mean-field formalism

The probability $P(i, t)$ that a random walker is in node $i$ at time $t$ obeys the following equation:
\[
\frac{dP(i,t)}{dt} = -a_i P(i,t) + a_i \frac{m}{N} - m\langle a \rangle P(i,t) + \frac{1}{N} \sum_j a_j P(j,t).
\] (7.1)

The first two terms of the right-hand side of the above equation are contributions due to the activity of a node \(i\). When \(i\) is active, the walker can jump from it to any node with probability per unit time \(a_i\) and also, the node \(i\) can receive a walker originating from any other node with the same probability. Since the node \(i\) fires \(m\) links in each time step, it has \(m/N\) instantaneous neighbors. The final two terms represent the contribution when the node \(i\) is inactive but even so the walker can jump from (to) it due to the activity of the other nodes in the network. In this case, the probability to jump from it is proportional to the average connectivity of the network \(m\langle a \rangle\), while the probability to jump to the vertex \(i\) originating from a node \(j\) is proportional to \(a_j/N\).

We can define the probability \(P(a,t)\) that the walker is in a given vertex of activity \(a\) as

\[
P(a,t) = \frac{1}{NF(a)} \sum_{i \in a} P(i,t),
\] (7.2)

where \(i \in a\) means all the vertices with activity \(a\), according to the power law activity distribution \(F(a) \sim a^{-\gamma}\). This quantity is normalized to

\[
\sum_a NF(a) P(a,t) = 1.
\] (7.3)

So, from the Eq. (7.1), we can can obtain,

\[
\frac{dP(a,t)}{dt} = -aP(a,t) + a \frac{m}{N} - m\langle a \rangle P(a,t) + \sum_{a'} a'F(a')P(a',t).
\] (7.4)

If there are \(W\) walkers in the network, the number of walkers in a given vertex of class \(a\) will be \(W(a,t) = WP(a,t)\). So we can write

\[
\frac{dW(a,t)}{dt} = -aW(a,t) + am\bar{W} - m\langle a \rangle W(a,t) + \sum_{a'} a'F(a')W(a',t),
\] (7.5)

where the average density of walkers per vertex is \(\bar{W} = W/N\), and the proper normalization is give by

\[
\sum_a F(a)W(a,t) = \frac{W}{N} = \bar{W}.
\] (7.6)
In the stationary state, \( \lim_{t \to \infty} W(a, t) = W_\infty(a) \), the Eq. (7.5) turns into,

\[
(a + m\langle a \rangle)W_\infty(a) = am\bar{W} + \sum_{a'} a'F(a')W_\infty(a').
\] (7.7)

The quantity \( \phi = \sum_{a'} a'F(a')W_\infty(a') \) is a constant in the steady state, so the quasistationary solution of Eq. (7.5) is

\[
W_\infty(a) = \frac{am\bar{W} + \phi}{a + m\langle a \rangle}.
\] (7.8)

Considering the continuous \( a \) limit, the equation for \( \phi \) becomes:

\[
\phi = \int_{\varepsilon}^{1} aF(a) \left[ \frac{am\bar{W} + \phi}{a + m\langle a \rangle} \right] da.
\] (7.9)

That can be evaluated self-consistently. By considering power-law activity distributions, \( F(a) \sim a^{-\gamma} \), the explicit solution for \( \phi \) can be written in terms of hypergeometric functions and can be numerically computed.

### 7.3 Numerical Analysis

Besides the analytical treatment, Perra et al. [24] have also performed simulations of the random walk exploring an activity driven network with have-tailed distribution. They showed that the simulations results are in great agreement with analytical solution (see figure 7.2). In a static network, the probability of a walker to be in a vertex of degree \( k \), in a stationary state, is a linear function of the degree \( W_\infty(k) \sim k \). Nevertheless, in temporal networks, the probability of finding a walker in a node with activity \( a \) saturates at large values of \( a \). Due to the properties of the instantaneous network, the nodes with high activity have a limited capacity of hosting walkers since they have on average just \( k \sim m \) connections at each time step.

Other quantity of particular relevance in random walks on networks is the mean first passage time (MFPT), i.e., the average time needed for a walker to arrive at node \( i \) starting from any other node in the network [135]. For instance, the MFPT is an important quantity to measure on searching processes on networks since it provides the number \( n \) of steps needed to find a specific target [132].

As done in Ref. [24], one can define \( p(i, n) \) as the probability that the walker reaches the target node \( i \) for the first time at \( t = n\Delta t \). Each node is able to connect directly to any other node a priori, then \( p(i, n) \) is given by

\[
p(i, n) = \xi_i(1 - \xi_i)^{n-1},
\] (7.10)
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Figure 7.2: Stationary density $W_\infty(a)$ of a random walker in activity-driven network with activity distribution $F(a) \sim a^{-\gamma}$, for $\gamma = 2.0$ (circles) and $\gamma = 2.8$ (diamonds). Solid lines represent the analytical prediction of Eq. (7.8). For a network with $N = 10^5$ vertices, $W = 10^2$ walkers, $m = 6$ and $\varepsilon = 10^{-3}$. Figure taken from Ref. [24].

where $\xi_i$ is the probability that the random walker jumps to the node $i$ in a time interval $\Delta t$. From Eq. (7.1), we have that this probability is given by:

$$\xi_i = \frac{\Delta t}{N} \left( m a_i + \sum_j a_j W_\infty(j) \right). \quad (7.11)$$

So, the MFPT can be estimated as

$$T_\text{MFPT}^i = \sum_{n=0}^{\infty} \Delta t n p(i, n) = \frac{\Delta t}{\xi_i} = \frac{N}{ma_i + \sum_j a_j W_\infty(j)}. \quad (7.12)$$

In contrast with static networks where $\xi_i$ is equivalent to the stationary state of the random walker, in time-varying networks, the MFPT of a node $i$ is inversely proportional to its activity plus a constant contribution from all the other nodes. The main cause of this difference is the fact that the walker can be trapped in a node with low activity for a long time. Monte Carlo simulations confirms these analytical results a shown in Fig. 7.3.

In their work, Perra et al. [24] showed that the dynamics of time-varying networks significantly alters the standard picture achieved for the random walk process in static networks. Motivated by this appealing study, we will extended this analysis by considering the time evolution of the dynamics towards the steady state. Our original contribution about this topic will be presented in the next chapter.
Figure 7.3: MFPT of a random walker as a function of the activity $a$ in activity-driven network. Full line corresponds to the theoretical prediction of Eq.(7.12). For a network with $N = 10^4$ vertices, $m = 6$ and $\varepsilon = 10^{-3}$. Figure taken from Ref. [24].
Chapter 8

Slow Dynamics and Aging in Random Walks on Temporal Networks

As shown in the previous chapter, the random walks process in temporal networks reveal remarkable differences with time-varying topologies in comparison with static networks. Now, in this chapter, we extend this study, using a combination of analytic arguments and numerical simulations, to show that random walks on activity driven networks exhibit a slow relaxation to their steady state. The time scale of the relaxation is inversely proportional to a parameter $\varepsilon$, measuring the smallest activity in the network. In the limit $\varepsilon \to 0$, we found evidence of aging behavior\(^1\) in the random walk relaxation [136], characterized by a breaking of time translation invariances for time scales smaller than $\varepsilon^{-1}$. By means of a mapping to Bouchaud’s trap model [137,138] we show that, for $\gamma < 1$, random walks on activity driven networks exhibit simple aging, characterized by a unique relevant time scale. On the other hand, the case $\gamma > 1$ corresponds to a more complex picture, with several competing characteristic time scales.

In fact, aging behavior has been firstly observed in glassy systems. Special attention has been devoted to the dynamics of a glassy system inside its configurational space [139,140]. The idea is represent the dynamic of the system by a complex energy landscape with many local minima corresponding to metastable states that limits the ability of the system to equilibrate [141]. In this perspective, the energy landscape can be partitioned into basins of attraction of local minima (traps), and the dynamics of the system is separated into harmonic vibrations inside these traps and jumps between minima. Besides glassy systems, this approach has provided new insights about a broad range of issues such as protein folding [142], clusters [143], biomolecular isomerization processes [144], etc.

\(^1\)Aging occurs when the dynamic relaxation of the system depends on its history.
The success of these studies has recently led to a large body of work focusing on the topology of the network in which the nodes are defined as minima and the possibility to jump between them is considered by links. This picture has stimulated the study of various models of dynamical evolution between traps on complex networks [145–150]. In particular, Baronchelli et al. [148] studied the dynamics of a system in a complex energy landscape by means of a random walk in a heterogeneous, but static, network. Here, we go further considering a time-varying topology.

### 8.1 Random walks on activity driven networks

The dynamics of a random walk on activity driven networks is defined similarly as described in section 7.1: A walker arriving at a node $i$ at time $t$ remains on it until an edge is created joining $i$ and other node $j$ at a subsequent time $t' > t$. The walker then jumps instantaneously to node $j$ and waits there until an edge departing from it is created. In order to simplify calculations, here we will focus on activated random walks: a walker can leave node $i$ only when $i$ becomes active and creates an edge pointing at another node [24]. Once the walker has arrived to node $i$, it must wait there until $i$ creates a new connection. Since $i$ creates new edges with constant probability $a_i$ per unit time, the walker will remain trapped in $i$ for a number of time steps $n$ given by the exponential distribution, $\psi_i(n) = \frac{a_i}{N} (1 - \frac{a_i}{N})^{n-1}$, independently of the time of the last activation of $i$. In the limit of large $N$ we can take the continuous time limit and define a waiting time $\tau = n/N$, which is given by a local waiting time distribution

$$\psi_{a_i}(\tau) = a_i e^{-a_i \tau}. \quad (8.1)$$

That is, the dynamics of hopping from one node to another follows in time a Poisson process with a rate $a_i$ that depends on node $i$.

The dynamics of activated random walks under this restriction is particularly easy to implement in continuous time: Considering that the walker arrives at vertex $i$ with activity $a_i$ at time $t$, it hops to a randomly selected node $j$ and time is updated as $t \rightarrow t + \tau$, where $\tau$ is a random variable extracted from the distribution Eq. (8.1). This continuous time implementation has the additional benefit of not restricting the maximum possible value of the activity $a$, which can be now considered as a probability rate. With this definition, a directed random walk on an activity driven network can be directly mapped on a continuous time random walk on a fully connected network in which each node has a different distribution of waiting times $\psi_j(\tau)$ [84].
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8.1.1 Steady state solution

The time evolution of the activated random walk on activity driven networks is given by

\[
\frac{dP(i,t)}{dt} = -a_i P(i,t) + \frac{1}{N} \sum_j a_j P(j,t),
\]

where \(a_j/N\) is the probability per unit time that the walker jumps from node \(j\) to node \(i\), and \(a_i\) is the probability per unit time that the walker at \(i\) leaves this node. We can also obtain an effective equation for the probability \(P(a,t)\) that the walker is in a node of activity \(a\) at time \(t\) by performing a coarse-graining of Eq. (8.2), in which we define

\[
P(a,t) = \sum_{i \in \mathcal{V}(a)} P(i,t)
\]

where \(\mathcal{V}(a)\) is the set of nodes with activity \(a\), with an average size \(N_a = NF(a)^2\). In performing this coarse-graining, vertices with the same activity are treated as equivalent, reasonably assuming that all dynamical properties of a node depend exclusively of its activity. Applying this definition on Eq. (8.2), and rearranging the summation over \(j\), we obtain

\[
\frac{dP(a,t)}{dt} = -aP(a,t) + F(a) \sum_{a'} a' P(a',t),
\]

that can also be obtained by Eq. (7.4), if one considers just activated random walks. From Eq. (8.4) it is straightforward to obtain the steady state solution \(\lim_{t \to \infty} P(a,t) \equiv P_\infty(a)\) by imposing \(\frac{dP(a,t)}{dt} = 0\). The stationary solution is

\[
P_\infty(a) = \frac{F(a)}{a} \sum_{a'} a' P_\infty(a') \equiv \frac{1}{\langle a^{-1} \rangle} \frac{F(a)}{a},
\]

where in the last term we have applied the normalization condition \(\sum_a P_\infty(a) = 1\), thus recovering the result obtained in Ref. [24].

8.2 Slow relaxation dynamics

Eq. (8.5) yields information about the occupation probability of nodes with activity \(a\) at long times, and its accuracy has been checked numerically [24]. From it, however, it is hard to extract

---

Note that the definition of Eq. (8.3) is different from the Eq. (7.2). The former represents the probability that the walker is in a given vertex of activity \(a\) while the latter represent a normalized probability.
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Figure 8.1: Evolution towards equilibrium of the occupation probability $P(a, t_w)$, measured after a time $t_w$, in activity driven networks with activity distribution $F(a) \sim a^{-\gamma}$, with $\gamma = 1$ and minimum activity $\varepsilon = 10^{-6}$. For small $t_w$, the occupation probability is proportional to the activity distribution, $P(a, t_w \to 0) \sim F(a) \sim a^{-1}$; for large $t_w$, it saturates to the steady state form $P(a, t_w \to \infty) = P_\infty(a) \sim F(a)/a \sim a^{-2}$. Network size $N = 5 \times 10^6$.

information about the time evolution of the process, and in particular, about the time scales of the relaxation to the steady state. We explore this issue by means of numerical simulations. Thus, in Fig. 8.1 we plot the occupation probability $P(a, t_w)$ of nodes of activity $a$, measured after letting the walker evolve for a time $t_w$. As Fig. 8.1 shows, the occupation probability exhibits a very slow relaxation from a state $P(a, t_w \to 0) \sim F(a)$ at short times to the equilibrium state, $P_\infty(a) \sim F(a)/a$, at long times [see Eq. (8.5)]. As a function of $a$, for fixed $t_w$, this relaxation exhibits a crossover between both scaling regimes at a crossover activity $a_c(t_w)$ which is a decreasing function of $t_w$.

We can understand the origin of this crossover by the following argument [148]: The average time $\tau_a$ to exit from a node with activity $a$ is

$$\tau_a = \int_0^\infty \tau \psi_a(\tau) d\tau = \frac{1}{a}. \tag{8.6}$$

A walker initially at a node of activity $a$, is expected to remain there for any time smaller than $\tau_a$. Since the smallest activity in the network is $\varepsilon$, for $t_w > \varepsilon^{-1}$ the walker has had the chance to explore (and escape from) all nodes in the network, and therefore we expect to find it in the steady state. For any arbitrary time $t_w < \varepsilon^{-1}$, one can thus consider that all nodes with activity $a$ such that
Figure 8.2: Occupation probability $P(a, t_w)$ as a function of the activity $a$ at different times $t_w$. Data refer to activity-driven networks with $N = 5 \times 10^6$, $\varepsilon = 10^{-4}$, and (a) $\gamma = 0.25$, (b) $\gamma = 2.00$. Insets: Data collapse according to the scaling form Eq. (8.7).

$\tau_a < t_w$ (large $a$) will have had time to relax and reach the steady state, while nodes with activity fulfilling $\tau_a > t_w$ (small $a$) will not have relaxed. We thus see that the crossover activity fulfills $\tau_{ac} \sim t_w$ or, from Eq. (8.6), $a_{c}(t_w) \sim t_w^{-1}$. The previous argument suggests therefore the following scaling form for the whole occupation probability:

$$P(a, t_w) = t_w \mathcal{P}(at_w),$$  \hspace{1cm} (8.7)

where $\mathcal{P}(z)$ is a scaling function satisfying

$$\mathcal{P}(z) \sim \begin{cases} 
  z^{-\gamma} & \text{for } z \ll 1 \\
  z^{-\gamma-1} & \text{for } z \gg 1 
\end{cases}$$ \hspace{1cm} (8.8)

This scaling regime is expected to hold for times $t_w < \varepsilon^{-1}$, i.e. before the full relaxation to the steady state.

In Fig. 8.2 we check the scaling form in Eq. (8.7) for activated random walks in activity driven networks with power-law activity distribution. For values of $\gamma < 1$, Fig. 8.2(a), we observe that the scaling form of the occupation probability is perfectly fulfilled for all times $t_w < \varepsilon^{-1}$. Surprisingly, however, the scaling form fares quite badly for $\gamma > 1$, performing increasingly worst for larger values of $\gamma$. 

8.3 Mapping to Bouchaud’s trap model and aging behavior

The radical difference in the behavior of the random walk for $\gamma$ larger and smaller than 1 can be understood in terms of a mapping to the well-known Bouchaud’s trap model [137,138] for glassy behavior (see also [148,151]). The trap model is defined in terms of a phase space consisting of $N$ traps, each one with a depth $E_i$, $i = 1, \ldots, N$, extracted randomly from the probability distribution $\rho(E)$. The dynamics of the model proceeds by a succession of jumps between the traps, ruled by the temperature of the system, $T$. At this temperature, the system remains in a trap of depth $E$ for a random time $\tau$ distributed according to a Poisson process with rate $\tau^{-1}_E = \exp(-E/T)/\tau_0$, where $\tau_0$ is a microscopic time scale that can be arbitrarily set equal to 1. After this time, the system jumps to a randomly chosen trap. Since all traps are equivalent, the probability that the system lands on a trap of depth $E$ after a jump is $\rho(E)$. The average time spent in any trap is thus

$$\langle \tau \rangle = \int \rho(E) \tau_E \, dE. \quad (8.9)$$

The trap model exhibits a phase transition between a high temperature phase, where $\tau$ is finite, to a low temperature, glassy state characterized by very slow relaxation dynamics and aging behavior [136], when $\langle \tau \rangle$ diverges. This transition takes place at a finite temperature $T_0$ for a depth probability distribution of the form $\rho(E) = \exp(-E/T_0)$ [137,138], in this case the distribution of trapping times takes the form

$$P(\tau) \sim \tau^{-1 - T/T_0} \quad (8.10)$$

For $T < T_0$, the exponent in the power-law in Eq. (8.10) is smaller than 2 and thus leads to an infinite average trapping time.

Activated random walkers can be exactly mapped to the trap model by equalizing the respective jumping rates, that is

$$a = \tau^{-1}_E = \exp(-E/T), \quad (8.11)$$

from where we obtain the equivalence between depth and activity

$$E = -T \ln(a), \quad (8.12)$$

with a range of variation $E \in [0, T \ln(e^{-1})]$. The relation between the activity distribution and the depth distribution is given by $\rho(E) \, dE = F(a) \, da$, leading to

$$\rho(E) = \frac{e^{-E/T}}{T} F(e^{-E/T}). \quad (8.13)$$
Assuming now an activity with a power-law distribution as

$$F(a) = \frac{1 - \gamma}{1 - \varepsilon^{1-\gamma}} a^{-\gamma},$$  \hspace{1cm} (8.14)

we obtain,

$$\rho(E) \sim \frac{1}{T} \exp \left[ -(1 - \gamma)E/T \right].$$  \hspace{1cm} (8.15)

Let us consider separately the different possible values of $\gamma$.

### 8.3.1 Case $\gamma < 1$

From Eq. (8.15), the mapping to the trap model makes perfect sense for $\gamma < 1$. In this case, $\rho(E)$ is a decreasing function of the depth $E$, corresponding to the presence of many shallow traps and a few deep ones. Deep traps represent rare long trapping events that eventually dominate the dynamics below the glass transition and induce a very slow relaxation and aging behavior [137, 138]. In this case, however, temperature plays no role in the equivalent dynamics of the activated random walkers, as it can be absorbed in a change of variables $\tilde{E} = E/T$, with a range of variation $\tilde{E} \in [0, \ln(\varepsilon^{-1})]$. From the point of view of the mapping to the trap model, the activated random walker is a system in a fully glass state, corresponding to an infinite glass transition temperature. This can easily be seen by looking at the average trapping time distribution, i.e.

$$\psi(\tau) = \sum_a F(a)e^{-a\tau} \approx \frac{1 - \gamma}{1 - \varepsilon^{1-\gamma}} \int_{\varepsilon}^\infty a^{1-\gamma}e^{-a\tau} da \simeq \tau^{-2+\gamma}e^{-\varepsilon \tau},$$  \hspace{1cm} (8.16)

where we have made an expansion for $\tau < \varepsilon^{-1}$. The exponent in Eq. (8.16) is always smaller than 2, indicative of an infinite glass transition temperature [138]. The average trapping time is thus modulated by the exponential factor, diverging when $\varepsilon \to 0$, i.e. when the upper cut-off of the associated energy tends to infinity.

This analogy allows to explore in the random walk problem other features of the glassy dynamics of the trap model, in particular aging effects [136]. Aging effects are here usually measured by looking at the two-time correlation function $C(t; t_w)$, between the states of the system at times $t_w$ and $t + t_w$. It is defined as the average probability that the system in a given trap at time $t_w$ has not performed a jump at time $t + t_w$. This correlation function for trap model obeys the scaling relation

$$C(t; t_w) = C\left(\frac{t}{t_w}\right),$$  \hspace{1cm} (8.17)

corresponding to the so-called "simple" aging [137,138]. This scaling can be simply deduced for
the random walk on activity driven networks. Since the jumping dynamics is Poissonian in every node, the probability of not leaving a node with activity $a$ in a time interval $t$ is $e^{-at}$. We thus can write

$$C(t; t_w) = \int_{\varepsilon}^{1} P(a, t_w)e^{-at}da = \int_{\varepsilon}^{1} t_wP(at_w)e^{-at}da = \int_{t_w\varepsilon}^{t_w} \mathcal{P}(z)e^{-zt/t_w}dz,$$

(8.18)

where we have used the scaling relation Eq. (8.7) for $P(a, t_w)$ and performed a change of variable. For large $z$, the upper limit of the integral can be safely set equal to infinity, due to the exponential cut-off. In the limit of small $z$, we have $\mathcal{P}(z) \sim z^{-\gamma}$, and its integral also converges for $t_w\varepsilon$ small. Thus, in the double limit $1 \ll t_w \ll \varepsilon^{-1}$, we have

$$C(t; t_w) \simeq \int_{0}^{\infty} \mathcal{P}(z)e^{-zt/t_w}dz,$$

(8.19)

recovering the scaling relation for the correlation Eq. (8.17), which is expected to hold for waiting times $t_w \ll \varepsilon^{-1}$. In Fig. 8.3 we show that, for $\gamma < 1$, the scaling of the correlations is very well fulfilled in the random walk process.

Additional information on the aging properties of the system can be gathered by looking at the average escape time $t_{esc}(t_w)$ that a walker at a given node at time $t_w$ requires to escape from it [148]. In Fig. 8.4(inset) we plot the curves of the escape time as a function of $t_w$, for different values of
As we can see, the escape time is a increasing function of $t_w$ for small values of $t_w$, indicating another of the typical features of aging systems, namely, a breaking of scale invariance translation.

Due to its Poissonian nature, the average time to leave a node with activity $a$ is $\tau_a = 1/a$. Therefore, we can write $t_{esc}(t_w) = \int da P(a, t_w)/a$. Applying the scaling relation Eq. (8.7) and performing a change of variables, we have

$$t_{esc}(t_w) = t_w \int_{e t_w}^{t_w} \frac{P(z)}{z} dz.$$  \hfill (8.20)

For large $t_w$, the upper limit of the integral is not singular, and we can set it to infinity. We are therefore led to the scaling form

$$t_{esc}(t_w) \sim t_w F(t_w \varepsilon),$$ \hfill (8.21)

which is valid for $t_w \ll \varepsilon^{-1}$.

We check this theoretical predictions by means of a data collapse analysis, plotting $t_{esc}(t_w)/t_w$ as a function of $t_w\varepsilon$. In Fig. 8.4(main) we plot the result, showing an excellent agreement with the prediction.

**8.3.2 Case $\gamma > 1$**

For the case $\gamma > 1$, Eq. (8.15) indicates that the mapping to the trap model is not physical. For this range of $\gamma$ values, the density of traps *increases* with depth, meaning that very deep traps are
much more probable than shallow ones. Long time trapping is thus not a rare event, but the norm of the system. This implies a qualitatively different, much slower dynamics than that for $\gamma < 1$. This effect can be simply seen by looking at the coverage $S(t)$ of the random walk as a function of time, defined as the average fraction of different nodes that a walker has visited up to time $t$, see Fig. 8.5. For very large $t > \varepsilon^{-1}$, the system has reached the steady state, and the walker jumps from any node at an average increment time $\Delta t = \langle \tau \rangle$, with the average trapping time $\langle \tau \rangle$ defined as

$$\langle \tau \rangle = \int_{\varepsilon}^{1} F(a) \tau_a \, da = \langle a^{-1} \rangle = \frac{1 - \gamma}{\gamma} \frac{\varepsilon^{-\gamma} - 1}{1 - \varepsilon^{1-\gamma}},$$

(8.22)

where we have used Eqs. (8.22) and (8.14). In this limit of large $t$, and since the walker jumps to randomly chosen new nodes, we expect

$$S(t) \sim \frac{t}{\langle a^{-1} \rangle}, \quad t \gg \varepsilon^{-1}.$$  

(8.23)

For $\gamma < 1$ and short times, we observe a power law increase of the coverage, $S(t) \sim t^\alpha$. In the case $\gamma > 1$, on the other hand, the initial growth is extremely slow, numerically slower than logarithmic, in the region $t < \varepsilon^{-1}$, where the dynamics is dominated by an exceedingly large number of deep traps. After this very slow regime, the linear, steady state behavior is recovered. We can explain the exponent of the initial growth of $S(t)$ for $\gamma < 1$ by the following argument: At any time $t \ll \varepsilon^{-1}$, the random walker will have explored in average nodes with activity restricted to $a > t^{-1}$, since it will not have had time to escape deeper traps. In this case, the average inverse activity of those
explored nodes will depend on time as

$$\langle a^{-1} \rangle_t \sim \int_{t-1}^{1} \frac{F(a)}{a} da \sim t^\gamma.$$  \hfill (8.24)

We therefore estimate a coverage

$$S(t) \sim \frac{t}{\langle a^{-1} \rangle_t} \sim t^{1-\gamma},$$  \hfill (8.25)

with an exponent $\alpha = 1 - \gamma$ which is a decreasing function of $\gamma$, in agreement with the results in Fig. 8.5.

The anomalous density of deep traps for $\gamma > 1$ has a strong effect in the scaling of the occupation probability. In Fig. 8.2(b) we have plotted the function $P(a, t_w)$ for $\gamma = 2.0$. From the rescaled plot, it is evident that a simple scaling behavior such as the one represented in Eq. (8.7) is doomed to fail. In particular, as we can observe, the occupation probability for small values of $a$ is apparently independent of $t_w$. This fact is in stark contrast with the behavior for $\gamma < 1$, Fig. 8.2(a), in which the value of $P(a, t_w)$ for small $a$ increases for increasing $t_w$, as expected from Eq. (8.7). This phenomenology is again due to the anomalous abundance of deep traps in the region $\gamma > 1$: thus, while at $t_w$ the walker has had the opportunity to explore and escape from nodes with activity $a > t_w^{-1}$, the fraction of such nodes is very small for large values of $\gamma$. Indeed, denoting by $\phi(t_w)$ the fraction of such nodes, we have

$$\phi(t_w) = \int_{t_w^{-1}}^{1} F(a) da = \frac{1 - t_w^{\gamma-1}}{1 - \varepsilon^{1-\gamma}}.$$  \hfill (8.26)

Denoting by $\phi^>(t_w)$ (resp. $\phi^<(t_w)$) the fraction corresponding to $\gamma > 1$ (resp. $\gamma < 1$), we have, in the limit of small $\varepsilon$,

$$\phi^>(t_w) \sim (t_w\varepsilon)^{\gamma-1}, \quad \phi^<(t_w) \sim 1 - t_w^{\gamma-1}.$$  \hfill (8.27)

I.e. the fraction of visited nodes up to time $t_w$ grows much faster for $\gamma < 1$ than in the opposite case.

While the scaling relation Eq. (8.7) is invalid for $\gamma > 1$, we can still understand the functional form of the occupation probability by means of the following argument: Let us consider a walker at time $t_w$. Initially, the walker starts at a randomly chosen node with activity $a_0$. With probability $e^{a_0 t_w}$, the walker does not move from its initial position, and therefore it contributes to the initial activity $a_0$. With the complementary probability $1 - e^{a_0 t_w}$, the walker has performed one or more jumps. Assuming that after its first jump it already reaches the steady state $F(a)/[\langle a^{-a} \rangle]$, we have
the average occupation probability

\[ P(a, t_w) = F(a) e^{-at_w} + \frac{F(a)}{a^{a^{-1}}} \left[ 1 - \int_{\varepsilon}^{1} e^{-a\varepsilon t_w} F(a_0) \right]. \]

For the activity distribution given by Eq. (8.14), we have

\[ P(a, t_w) = F(a) e^{-at_w} + \frac{F(a)}{a^{a^{-1}}} \left[ 1 - \frac{1 - \frac{\gamma}{1 - \varepsilon} t^{-1+\gamma} \Gamma(1 - \gamma, t_w \varepsilon)}{1 - \varepsilon^{-1-\gamma}} \right], \quad (8.28) \]

where in the integral we have extended the upper limit up to infinity, and \( \Gamma(a, z) \) is the incomplete Gamma function [152]. In Fig. 8.6 we plot the numerical data for \( \gamma = 2 \), compared with the theoretical prediction in Eq. (8.28). As we can see, except for very small values of the activity \( a \), the fit of the theoretical prediction with the numerical results is excellent. The mixing of time scales in Eq. (8.28), namely \( a^{-1} \) and \( \varepsilon^{-1} \), allows to understand the failure of the simple scaling ansatz performed to derive Eq. (8.7).

Finally, let us consider the average escape time \( t_{esc}(t_w) \) for \( \gamma > 1 \). The lack of simple scaling evidenced in Eq. (8.28) indicates that the simple collapse predicted in Eq. (8.21) cannot be correct, see Fig. 8.7(inset). We can recover however some form of scaling law for this quantity. Considering a fixed value of \( \varepsilon \), the plateau at large \( t_w \) is given by the escape time at the stationary state, \( t_{esc}^{ss} \), which is independent of \( t_w \) and, from Eq. (8.5), given by \( t_{esc}^{ss} = \int P_\infty(a)/a \, da = \langle a^{-2} \rangle / \langle a^{-1} \rangle \sim \)
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Figure 8.7: Scaling plot of the average escape time according to Eq. (8.29) for $\gamma = 2.00$. Inset: raw data. Data corresponds to a network size $N = 10^5$.

$\varepsilon^{-1}$, for all $\gamma$. On the other hand, for small $t_w$, $t_{esc}$ is dominated by the deepest traps, and it starts only to increase when the walker has had time to explore a finite fraction of the network, that is, when time is larger than the average trapping time $\langle \tau \rangle$, which, from Eq. (8.22) is proportional to $\varepsilon^{-1}$ for $\gamma > 1$. This reasoning suggest a scaling behavior for the escape time of the form

$$t_{esc}(t_w) = \varepsilon^{-1} G(t_w\varepsilon).$$

(8.29)

This scaling form is checked in Fig. 8.7(main), where we can see that it is quite well satisfied. Incidentally, this scaling form can also be cast in the form valid for $\gamma < 1$, Eq. (8.21), by simply defining $F(z) \equiv G(z)/z$.

8.4 Summary and Discussion

In this work, we have investigated the temporal relaxation of the simplest dynamical process, namely the random walk, on the class of activity driven temporal networks. We have focused in particular in the case of activated random walks, in which a walker can only leave a node when the latter becomes active. By means of a combination of analytic calculations and numerical experiments, we have shown that, for networks with a power law distribution of activity, the random walk experiences a very slow relaxation towards its steady state. The speed of this relaxation is mainly controlled by the parameter $\varepsilon$, bounding the smallest activity of any node. In the limit of small
\( \varepsilon \rightarrow 0 \), the dynamics exhibits aging behavior, characterized additionally by a breaking of time translation symmetry. The aging properties of the random walk are studied by examining different quantities usually applied to characterize aging in glassy systems. Crucially, the aging properties of the random walk depend on the exponent \( \gamma \) in the activity distribution. For \( \gamma < 1 \), the random walk exhibits a relaxation compatible with "simple" aging, with a unique characteristic time scale given by the average escape time from the least active node, \( \varepsilon^{-1} \). In this regime, simple scaling forms for the two-time correlation function and the average escape time can be worked out, starting from a scaling ansatz for the occupation probability \( P(a, t) \). For \( \gamma > 1 \), on the other hand, the picture is more complex, with a scaling ruled by several characteristic time scales. This different behavior according to \( \gamma \) can be understood by means of a mapping to Bouchaud's trap model: The case \( \gamma > 1 \) corresponds in this case to an unphysical representation of the trap model: The case \( \gamma > 1 \) corresponds in this case to an unphysical representation of the trap model: The case \( \gamma > 1 \) corresponds in this case to an unphysical representation of the trap model: The case \( \gamma > 1 \) corresponds in this case to an unphysical representation of the trap model: The case \( \gamma > 1 \) corresponds in this case to an unphysical representation of the trap model: The case \( \gamma > 1 \) corresponds in this case to an unphysical representation of the trap model: The case \( \gamma > 1 \) corresponds in this case to an unphysical representation of the trap model: The case \( \gamma > 1 \) corresponds in this case to an unphysical representation of the trap model: The case \( \gamma > 1 \) corresponds in this case to an unphysical representation of the trap model: The case \( \gamma > 1 \) corresponds in this case to an unphysical representation of the trap model. 

The results obtained here indicate that, apart from the slowing down already reported in dynamical systems on temporal networks, more complex effects, such as aging, can also be observed. In the present case, in which the temporal network substrate is the activity driven model, aging emerges as the result of the mixing of Poisson activation processes with widely different time scales. We remark that this mixing, which we have made evident in a power-law activity distribution (the empirically observed one), can arise for any functional form \( F(a) \) leading to a diverging average trapping time, as given by \( \langle \tau \rangle = \int F(a)/a \). Obviously, a more complex phenomenology is to be expected in real temporal networks with non Poissonian, bursty activation rates.

Another interesting point is considering the same model not in a network, but in a one-dimensional lattice. Here we suspect that the correlations induced by the multiple visits of the walks to a given site lead to qualitative changes. Because of the limited number of accessible sites, one might expect interesting properties such as dynamical localization, which means that one could have a mixing of slowing down effects, and in particular, to observe rare region effects, which would be due to clusters of adjacent sites all of them with small values of \( a \). Indeed the one-dimensional trap model has been the focus of renewed attention recently due to its many applications ranging from the properties of one-dimensional disordered conductors to understand the dynamics of DNA “denaturation bubbles” under torsion [153–157].
Part IV

Concluding Remarks
Chapter 9

Conclusions and Perspectives

In this thesis we investigated dynamical processes on networks. Our results showed that the topological features and the intrinsic time-varying of the networked substrates have strong influence on the dynamics running on top of it.

Firstly, we reviewed some useful concepts of complex network theory and important network models, concentrating specially on the UCM and activity driven models. The first one has been used as a substrate for epidemics dynamics (II) and the latter has been used to investigate slow dynamics on temporal networks (III).

We reviewed the SIS and CP models, that represent good prototypes of non-equilibrium dynamical systems with absorbing-state phase transitions. They are the most studied models to describe reaction-diffusion processes and epidemic dynamics. These processes have been widely studied by means of the quenched and heterogeneous mean-field theories. While the former explicitly takes into account the actual connectivity of the network through its adjacency matrix, the latter takes into account the heterogeneity of the degree distribution of networks. We presented an enhancement of both approaches by means of a pair approximation. Our analytical results were compared with numerical findings showing great improvements in relation to the standard QMF and HMF theories.

For the CP model, the main interest is to relate the critical exponents associated to the absorbing state phase transition with statistical properties of the network, in our case, the power law degree distribution $P(k) \sim k^{-\gamma}$. Within this framework, we showed that for the infinite size limit, the critical exponents found in the pair HMF theory are the same as the one-vertex approach. However, the finite-size corrections to the scaling obtained in the pair HMF approximation allowed a remarkable agreement with QS simulations for all degree exponents $\gamma$ investigated, suppressing a deviation observed for low degree exponents in the one-vertex HMF theory. Besides, the thresholds
obtained in the pair QMF and HMF theories are more accurate than the one-vertex approximations, which predict a transition point independent of the degree distribution and degree correlations.

For the SIS model, the main attention is devoted to determine an epidemic threshold separating an absorbing state from an active phase on heterogeneous networks with a power law degree distribution. In this context, we firstly investigated the epidemic spreading of the SIS model performing both heterogeneous and quenched mean-field pair approximations. We found that the pair QMF thresholds are quantitatively much closer to the simulations results than those of standard QMF. The thresholds obtained in a pair HMF theory coincides with the transition point of the SIR model in a one-vertex approximation.

For $\gamma < 3$ exists a consensus for the SIS thresholds and HMF and QMF are equivalent and state that the threshold vanishes. However, for $\gamma > 3$, the HMF approach predicts a finite threshold while QMF does not. This topic was widely investigated and discussed in the last few years. To shed light on this issue, we performed extensive simulations and found that the SIS dynamics can exhibit, concomitantly, multiples transitions in individual networks presenting large gaps in the degree distribution and the obtained multiple epidemic thresholds are well described by different mean-field theories. Our numeric results indicate that the transitions involving vanishing thresholds which a size increases involve localized states, in which a vanishing fraction of the network effectively contribute to epidemic activity, whereas an endemic state, with a finite density of infected vertices, occurs at a finite threshold. The multiple transitions are related to the activations of distinct sub-domains of the network, which are not directly connected.

We also focused on the impact of the temporal nature of networks on dynamical processes. The random walk is the one of the simplest diffusion processes but even in this case, an intrinsic time-varying property of the substrate can induce very noticeable differences with respect to the behavior expected in static networks. We investigated the random walk dynamic on activity driven temporal network by means analytical arguments and numerical simulations. We showed that random walks exhibit a slow relaxation to their steady state, compatible with aging effects. The mapping to Bouchaud’s trap model showed that, depending on the exponent $\gamma$ of the activity distribution $F(a) \sim a^{-\gamma}$, the random walk can exhibit a simple aging, for $\gamma < 1$, or a more complex slow relaxation, for $\gamma > 1$.

All these findings prompt for further studies. The theoretical approaches pair HMF and pair QMF can be extended to other dynamical processes taking place on networks. More detailed studies should be made to analyze the SIS dynamics on heterogeneous networks. A meticulous investigation are required for a conclusive relation between the anomalous behavior of the SIS epidemic model in the subcritical phase and the emergence of Griffiths phase due to heterogeneity of the network. Moreover, the random walk can be useful to explore different substrates, as a one
dimensional lattice, to investigate slowing down effects. Finally, several researches are open to explore the influence of the time-varying of the proper network on other dynamical processes.
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